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Comparative study to estimate the physicochemical
properties and some metals existent in the water of
some drinking wells by Valley Hadhramout
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Abstract: Groundwater is one of the most important sources of drinking water; hence, this study aimed to know
and compare between the physicochemical properties such as pH, conductivity, total Dissolved salts and total
water hardness, in addition analyzing and studying some metals found in some drinking water wells in Hadhramout
Valley, which are sodium, potassium, calcium, magnesium, iron, manganese, copper, zinc, cadmium and lead.
With comparing it with international and Yemeni standards and specifications. In the analysis process, we used a
number of modern devices such as the pH meter, the atomic absorption device (AAS), the flame photometer, and
the visible - ultraviolet spectrum spectrophotometer. During this study, 80 samples from 40 wells were subjected
to about 1680 analyzes. The results revealed that only15% of these wells do not conform with international and
Yemeni standards and measurements. For example, in the wells of Seiyun directorate, we find that about 91.6%
of which are consistent with international and Yemeni standards and measurements. As another example, for the
Directorate of Shibam, the results showed that 44.4% of the wells studied matched the international and Yemeni
standards and measurements. Also, this study did not prove any organic pollution with nitrates in these wells,
despite the presence of some of these wells near residential areas. At the end of this study, we recommend a
continuous primary treatment for the water of wells that suffer from high salinity and hardness or to stop work in
these wells and replace them with other less saline wells.

Keywords: the main metals, flame photometer, atomic absorption device, international and Yemeni standards.
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TaibUVID inhalation therapies were quite
effective in the management of the COVID-19
pandemic in addition to minimizing the morbidity
period without causing any side effects (El Sayed
et al. 2020d, El Sayed et al. 2020c, El Sayed et al.
2020b, El Sayed et al. 2020a).

Interestingly, all components of TaibUVID
nutritional ~ supplements  cause  increased
glutathione. Nigella sativa fixed seeds and
essential oil increase levels of reduced glutathione
and related antioxidant enzymes (Abd-Elkareem,
El-Rahman, Mokhless, Khalil & Amer 2021).
Natural honey also increases reduced glutathione,
antioxidant power, anti-inflammatory effects, and
antiulcer potential against gastric ulcers in rats
(Almasaudi, El-Shitany, Abbas, Abdel-Dayem,
Ali, Al Jaouni et al., 2016). Senna results in
increased activity of the antioxidant defense
systems, including reduced glutathione (Coelho,
Barbosa, Mito, Mantovanelli, Oliveira & Ishii-
Iwamoto 2017). Fennel also increases the
antioxidant power, the whole content of reduced
glutathione and anticarcinogenic effects (Wang,
Wang, Pan, Huang, Ren, Xu, et al., 2020d).
Likewise, clove also increases the antioxidant
power and reduces glutathione (Shekhar, Yadav,
Singh, Pradhan, Desai, Dey et al, 2018).
Moreover, chamomile (Anthemis hyaline) oil
moderately ameliorated glutathione depletion (via
increasing the reduced glutathione content) and the
decrease in superoxide dismutase activity in the
liver of acetaminophen-administered rats (Ebada
2018). Current therapeutics for COVID-19 may
carry a lot of side effects due to free radicals
generation that may deteriorate patients' condition
and hence the bad need for adjuvant antioxidant
therapies. Unfortunately, corticosteroids given to
COVID-19 patients are known to decrease
lymphocyte count which may aggravate the health
status of the patients. Fortunately, this can be
corrected by giving nigella sativa and natural
honey that is contained in TaibUVID nutritional
supplements. Natural antioxidants such as nigella
sativa, honey, senna, fennel, and costus are
recommended prophetic medicine remedies.
Prophetic medicine is the medical knowledge
gained from the sayings, deeds, and teachings of
Prophet Muhammad peace be upon him.

Conclusion

COVID-19 is a devastating pandemic.
Oxidant/antioxidant status is impaired in COVID-
19 patients prone to depleted total antioxidant
capacity. Decreased serum antioxidants can be
regarded as a predictive marker of COVID-19
severity. COVID-19 patients had elevated levels of
oxidative stress and reduction of antioxidant
indices that aggravated the severity of COVID-19
in hospitalized patients. Gastrointestinal symptoms
usually worsen with disease progression and
include anorexia, diarrhea, liver injury, nausea, and
abdominal pain. Cytokine storm-induced acute
respiratory distress syndrome occurs in severe
COVID-19 cases due to overwhelming
proinflammatory hypercytokinemia and
multisystem tissue damage. Antioxidant (e.g.
glutathione) deficiency exaggerates SARS-CoV-2
infection. High serum-reduced glutathione causes
decreased ROS and a shorter course of illness.
Antioxidants are strongly suggested as adjuvant
therapeutics to combat the pandemic. COVID-19
patients presenting with pneumonia, dysgeusia,
and hyposmia scored immediate improvements
upon treatment with the reduced glutathione
precursor N-acetyl cysteine. In previous
publications, we introduced TaibUVID antioxidant
nutritional supplements that were found to be
effective in helping COVID-19 patients recover.
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manifestation of the COVID-19 pandemic.
Likewise, high serum reduced glutathione caused
decreased ROS and a shorter course of COVID-19
infection (Polonikov 2020).

Moreover, SARS-CoV-2 significantly suppresses
the content of intracellular reduced glutathione
levels by decreasing the activity of intracellular
erythroid 2-related factor that stimulates reduced
glutathione production. Interestingly, exogenous
supplementation of reduced glutathione enhances
immunity against different bacterial and viral
infections.  Liposomes containing reduced
glutathione caused an improvement in cytokine
response of Thl lymphocytes in patients having
human immunodeficiency virus and
Mycobacterium tuberculosis infections (Guloyan,
Oganesian, Baghdasaryan, Yeh, Singh, Guilford,
et al., 2020). Interestingly, the intracellular reduced
glutathione concentration in erythrocytes is
suppressed in type Il diabetic patients
(Lutchmansingh,  Hsu, Bennett, Badaloo,
McFarlane-Anderson, Gordon-Strachan, et al.,
2018). Thus, these high-risk or
immunocompromised populations may strongly
benefit from receiving liposomal reduced
glutathione supplementation.

In addition, common COVID-19 presentations
such as pneumonia, dysgeusia, and hyposmia
scored immediate improvements upon treatment
with N-acetyl cysteine (a precursor of reduced
glutathione), oral or intravenous reduced
glutathione intake, and a-lipoic acid (Pan, Ye, Sun,
Gui, Liang, Li, et al., 2020). Dyspnea in some
COVID-19 patients improved one hour after intake
of reduced glutathione and continued to improve
with subsequent doses. Patients’ sense of well-
being and improvements started to increase rapidly
(Horowitz, Freeman & Bruzzese 2020). Liposomal
drug formulations improve the delivery of
hydrophilic and lipophilic substances to prevent
drug load degradation (in acidic environments such
as gastric luminal pH), drug inactivation, and drug
dilution in the circulation (Mehta, Kulkarni,
Nikam, Padya, Pandey & Mutalik 2021).
Interestingly, supplementation of oral liposomal
reduced glutathione to healthy adults caused
increased levels of reduced glutathione (by 100%)
in peripheral blood mononuclear cells with a
concomitant decrease in the biomarkers used to
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track oxidative stress, e.g. 8-isoprostane and the
oxidized glutathione/reduced glutathione ratio.
Likewise, liposomes  containing  reduced
glutathione and given orally caused increased
cytotoxicity in natural killer cells (by 400%) within
a relatively short period (2 weeks). This confirms
that increasing the antioxidant power conferred
decreased oxidative stress and increased immunity
(Sinha, Sinha, Calcagnotto, Trushin, Haley, Schell,
et al., 2018). Liposomes containing reduced
glutathione supplementation is a highly advisable
supplement for treating COVID-19 patients.

In COVID-19 patients, oxidative stress increases in
the presence of associated comorbidities such as

diabetes mellitus and rheumatoid arthritis.
Liposomal glutathione intake may be more
beneficial than N-acetyl L-cysteine

supplementation, as the enzymes essential for the
synthesis of glutathione from L-cysteine may be
deficient in such comorbidities.

TaibUVID nutritional supplements enhance
antioxidants and combat COVID-19

Adjuvant nutritional treatment is a commonly
missed health factor when treating fatal viral
diseases such as COVID-19. We recently
introduced TaibUVID nutritional supplements,
composed of six medicinal plants and natural
products. TaibUVID components include Nigella
sativa, chamomile, and natural honey. Adding
clove was optional (El Sayed, Almaramhy,
Aljehani, Okashah, El-Anzi, AlHarbi, et al., 2020c;
El Sayed, Bahashwan, Aboonq, Baghdadi,
Elshazley, Okashah, et al., 2020d; El Sayed,
Aboong, El Rashedy, Aljehani, Abou El-Magd,
Okashah, El-Anzi, Alharbi, El-Tahlawi & Nabo
2020b &El Sayed, Aboonq, Aljehani, Hassan,
Abou El-Magd, Abdelrahman, et al., 2020a). This
is suggested for both treatment and prophylaxis of
COVID-19. TaibUVID Forte adds Costus, senna,
and fennel to TaibUVID. Many meta-analyses and
systematic reviews have confirmed the therapeutic
benefits of TaibUVID components in the
management of many co-morbidities and human
diseases, e.g. diabetes mellitus and hypertension
that are commonly encountered in COVID-19
patients. TaibUVID, TaibUVID Forte and
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fecal-oral transmission. More attention should be
given to monitoring liver function tests during
COVID-19, particularly in patients with more
disease severity (Gu et al. 2020, Lee, Huo and
Huang 2020). Liver biopsies confirm the presence
of RNA of SARS-COV-2 in hepatic cells. In
addition, evidence of liver damage may take place
e.g. apoptosis, lobular inflammation, acidophilic
bodies, and cellular ballooning (Gu et al. 2020).
Unfortunately, liver injury may be due to drugs
given to COVID-19 patients such as NSAIDs,
antibiotics, and antiretroviral medications.
Moreover, the cytokine storm aggravates the
production of pro-inflammatory cytokines, causing
extensive cardio-pulmonary tissue damage,
hypoxemia, hypoxia, and vascular thrombosis. All
these complications may aggravate any underlying
liver injury (Zhang et al. 2020).

ACE2 has a renin-angiotensin system-
independent function that regulates intestinal
neutral amino acid transporters facilitating
decreased expression of antimicrobial peptides and
gut microbiota. That facilitates intestinal
inflammation and diarrhea (Syed, Khan, Gosai,
Asif & Dhillon (2020).

COVID-19 and its impact on chronic liver
diseases

Hepatitis B infection aggravates clinical outcomes
in SARS-CoV-2 patients, causing extensive
hepatic damage. Likewise, immunosuppressive
medications given to cancer patients and people
with autoimmune conditions may enhance
COVID-19 infection, related tissue damage, and
mortality. In the same context, it is quite advisable
to screen liver donors and recipients for SARS-
CoV-2 before a liver transplant to avoid
transmitting the virus in the graft. Cancer patients
and those with liver cirrhosis are more vulnerable
to SARS-CoV-2 infection owing to their
suppressed immunity (Zhang et al. 2020; Mao,
Liang, Shen, Ghosh, Zhu, Yang, et al., 2020).

Pancreatic injury in COVID-19 infection

ACE2 receptors are highly expressed in pancreatic
islet cells. SARS-CoV-2 may cause direct
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cytopathic effects, indirect systemic inflammation,
or immune-mediated cellular effects. These
collectively cause pancreatic damage and related
enzyme abnormalities. NSAIDs and antipyretics
may aggravate such tissue damage. 17% of
COVID-19 patients got pancreatic injury
(evidenced by increased serum amylase or lipase)
that might result in the occurrence of acute diabetes
(or abnormal blood glucose levels), but not
reaching severe pancreatitis (Patel et al. 2020).
Antioxidant  (e.g.  glutathione)  deficiency
exaggerates SARS-CoV-2 infection (Figure 2)
The pathogenesis of COVID-19 and previous
coronavirus infections (SARS-CoV-1 and MERS-
CoV) involves the production of many
proinflammatory cytokines, e.g. TNF-a, IL-8, IL-
6, IL-7, IL-10, and others (Goyal, Choi, Pinheiro,
Schenck, Chen, Jabri, et al., 2020). Angiotensin II
is a potent activator of nicotinamide adenine
dinucleotide phosphate (NADPH) oxidase and
hence an inducer of reactive oxygen species (ROS)
production. ACE2 receptors are common receptors
for NADPH oxidase-4 (causing the generation of
reactive oxygen species) (Samavati and Uhal 2020)
and both SARS-CoV-1 and the novel SARS-CoV-
2. Glycosylation of serum and tissue proteins
occurs via a non-enzymatic reaction that
commonly happens in diabetic subjects. ACE2
glycosylation is accelerated under hyperglycemic
conditions and facilitates the attachment of the
SARS-CoV-2 virus to target cells (Ceriello 2020).
The cytokine storm during SARS-CoV-2 infection
includes increased formation of proinflammatory
cytokines such as IL-6, IL-2, IL-7, IL-10, and
TNF-a levels, which are all associated with severe
respiratory failure. This picture carries significant
similarity to SARS-CoV-1 and MERS-CoV
(Goyal et al. 2020).

The clinical deterioration of COVID-19 to acute
respiratory distress syndrome is a product of
cytokine storm. This is closely associated with
increased serum IL-6 levels, extensive
inflammatory reaction (increased pro-
inflammatory vs. decreased anti-inflammatory
cytokines), prolonged admission to the intensive
care unit, progression to acute respiratory distress,
and subsequent mortality. Reduced glutathione
deficiency caused increased ROS levels and
aggravated the severity of the clinical
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increased viral transmission (Galanopoulos,
Gkeros, Doukatas, Karianakis, Pontas, Tsoukalas,
et al., 2020).

Digestive symptoms e.g. diarrhea, are strongly
related to a higher incidence of positive stool PCR
swabs (about 48.1% of patients) for viral RNA.
Affected patients may have a high viral load for

Table 2. :Symptomatology of COVID-19

SARS-CoV-2 RNA. The presence of viral RNA in
stool was confirmed with a relatively long duration
(33-47 days after the first onset of the disease).
Unfortunately, stool samples remained positive
even after viral clearance of nasal RT-PCR swabs
(Galanopoulos et al. 2020; Cheung, Hung, Chan,
Lung, Tso, Liu, et al., 2020).

*Mild COVID-19 presentation:

pharyngitis)

disease severity.
e  Anorexia
e Diarrhea

(ALT and AST).
e Nausea
e  Abdominal pain

e Fever, cough, somnolence; drowsiness, diarrhea, nausea, vomiting, and abdominal pain.
e Anorexia, malaise, muscle pain, sore throat, dyspnea, nasal congestion, and headache.
o Upper respiratory symptoms (loss of taste, loss of smell, dry cough, nasal congestion and

* Moderate COVID-19 presentation: high fever, lymphopenia, (leukopenia or leukocytosis), and
high serum transaminases, pneumonia, and bronchopneumonia (requiring oxygen support).
*Severe COVID-19 presentation: Acute respiratory distress syndrome (ARDS):

Bilateral lung opacities, lobar congestion, consolidation, collapse with massive lung collapse, or
nodular lesions in chest radiographs or CT scans.
* Gastrointestinal symptoms (17.6%): usually deteriorate upon COVID-19 progression, indicating

e Liver impairment causing acute hepatitis or mild to moderate elevation of serum transaminases

Pathophysiology of gastrointestinal and hepatic
COVID-19

The mucus membranes and adjacent tissues in the
esophagus, stomach, duodenum, and rectum
exhibit edema with patchy infiltrations. Such
infiltrations may be plasmacytic and lymphocytic.
SARS-CoV-2-induced gastrointestinal symptoms
may take place via direct virus invasion of
digestive cells, immunological-mediated tissue
damage, or end-organ tissue injury (Tian, Rong,
Nian & He 2020). Attachment of SARS-CoV-2 to
ACE2 receptors takes place using the viral spike
proteins (Luan, Lu, Jin & Zhang 2020). This occurs
10-20-fold more than with the virus SARS-CoV-1.
Such high infectivity may denote massive human-
to-human transmission of SARS-CoV-2 (Gordon,
Jang, Bouhaddou, Xu, Obernier, White, et al.,
2020). The viral spike protein mediates SARS-
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CoV-2 attachment to the ACE2 receptor with
secondary entry into the target digestive and
hepatic cells. Such entry is facilitated by the
patient’s transmembrane serine protease 2. Serine
protease 2 causes the viral spike protein to divide
into two functional monomers: S1 and S2. The S1
monomer attaches the virus to the ACE2 receptor,
while the S2 monomer mediates viral fusion with
the target cell membrane with subsequent viral
entry into the target cells (Hoffmann et al. 2020).
This may support the use of protease inhibitors for
future COVID-19 treatment.

ACE2 receptors are also present in gall bladder
cells (cholangiocytes). This may lead to
hepatobiliary infection and damage that may occur
in an opposite direction to bile flow upon viral
entry into the biliary tree (Zhang, Shi &Wang
2020). SARS-CoV-2 is still present in the stools of
infected patients, implicating the possibility of
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use of drugs (Wang, Li, Lu & Huang 2020a).
Immunological barriers preventing SARS-COV-2
infection and related damage include antiviral
immune barriers such as antibody production by
activated B cells (plasma cells), regulatory T cells,
and the immunological effects conferred by IFN-a
and IFN-B. In addition to the cell-mediated
immunity conferred by NK cells and T cytotoxic
cells, this response may eradicate SARS-CoV-2
virus infection (Bray, Sartain, Gollamudi &
Rumbaut 2020).

Step 4. Cytokine storm-induced acute
respiratory distress syndrome in COVID-19

Progression to acute respiratory distress syndrome
then respiratory failure in COVID-19 patients may
be due to massive host cytokine production
(cytokines storm). This causes inflammation-
induced tissue damage, increased capillary
membrane permeability, pulmonary edema, and
acute respiratory distress syndrome. Ultimately,
the patients necessitate mechanical ventilation.
Increased serum IL-6 (with an optimal predictive
threshold at 80 pg/ml) is correlated with respiratory
failure and the need for mechanical ventilation.
Presence of associated comorbidities (diabetes
mellitus, cancer, immunosuppressive therapy, and
others), radiological findings, and rapid subsequent
organ failure (Jiang, Yang, Sun, Chen, Ma, Yin, et
al., 2018).

Step S. Severe progression with shock

COVID-19 may present a variable clinical course.
Respiratory impairment may be sudden due to
overwhelming proinflammatory
hypercytokinemia, multisystem tissue failure,
respiratory  failure (necessitating mechanical
ventilation), and shock (Ragab, Salah Eldin,
Taeimah, Khattab & Salem 2020).

Step 6. Septicemia and hypercoagulability

Severe cases of SARS-CoV-2 may involve
hypercoagulable complications e.g. venous
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thromboembolism  (e.g.  cavernous  sinus
thrombosis) and pulmonary embolism. In addition,
associated coagulation abnormalities may occur
(Ragab et al., 2020). Thrombotic complications
including increased D-dimer, manifest pulmonary
embolism and venous thromboembolism may
increase patient mortality in intensive care units
(Middeldorp, Coppens, van Haaps, Foppen, Vlaar,
Miiller, et al., 2020). Hypercoagulability is a
prothrombotic state exaggerated by tissue damage
underlying vascular endothelial cells. The fibrin
degradation product, D-dimer, correlates with
SARS-CoV-2 severity. Serum  D-dimer
concentrations increased massively in patients with
severe COVID-19 infection compared to those
with mild or improved symptoms (Griffin, Jensen,
Khan, Chin, Chin, Saad, et al., 2020). Macrophages
produce the proinflammatory cytokine TNF-o
during the inflammatory processes induced by
SARS-CoV-2. This causes cell death through both
necrotic and apoptotic pathways. TNF-a stimulates
the activation of tissue factors and activation of the
extrinsic pathway of coagulation, causing the
production of cross-linked fibrin clots. This is
followed by fibrinolysis mediated by tissue
plasminogen activator. During acute inflammation
caused by COVID-19, TNF-a increases while
protein C level decreases, and this enhances the
persistence of venous thromboembolism (Li,
Zhao, Wei, Chen, Wang, Jia, et al., 2020b).

Step 7. COVID-19 mortality

Reported COVID-19 mortality rates are quite
variable among countries and nations (ranging
from 0.3 to 10%). The lowest rates of 2.5% and
4.0% in China and neighboring countries and
increased to about 10% in Italy (which has the
highest fatality rate) (Yuan, Li, Lv & Lu 2020),
where the elderly (above 75 years) constituted a
significant proportion of fatalities (about 85% of
deaths due to the COVID-19 pandemic).

Gastrointestinal manifestations in the adult and
pediatric population

Variable clinical presentations may be encountered
in the course of SARS-CoV-2 infection.
Gastrointestinal symptoms as nausea, abdominal
pain, and diarrhea, are usually seen during
COVID-19 pathogenesis and may contribute to
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Figures legends

Figure 1. Pathophysiology of cytokine storm-
induced death in COVID-19 patients: SARS-
CoV-2 virus infects respiratory as gastrointestinal
cells e.g. enterocytes and hepatocytes. SARS-
CoV-2 also afflicts vascular endothelial cells.
Routes of entry in all are ACE-2 receptors.
Immunological responses include the activation of

T helper lymphocytes (immunological
orchestrator) that activate T  cytotoxic,
macrophages, neutrophils, and NK cells.

Subsequent cytokines production participates in
cell damage and hypercytokinemic-induced death.
T cytotoxic cells produce perforins and granzymes

that cause damage to virus-infected cells. NK cells
cause lysis of virus-infected cells. Neutrophils
degranulate causing the release of interleukin-6
causing fever and increased acute phase proteins.
Both neutrophils and macrophages produce tumor
necrosis factor-a  that enhances vascular
permeability, vascular thrombosis, edema, DIC,
and septic shock. That collectively causes cellular
damage to enterocytes (diarrhea and shock) and
hepatocytes (raised serum liver enzymes, ALT, and
AST). TaibUVID nutritional components (nigella
sativa, natural honey, costus, senna, fennel, and
chamomile) suppress inflammatory cytokines
production and effects and were reported to
effectively help cure COVID-19 patients.
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Figure 2. Pathophysiology of oxidative stress-induced death in COVID-19 patients:

Figure 2. Pathophysiology of oxidative stress-
induced death in COVID-19 patients: Oxidative
stress is a key player in cell damage and cell death
in COVID-19 patients. Immunological responses
include activation of T helper lymphocytes
(immunological orchestrator) that activate T
cytotoxic, macrophages and neutrophils. T helper
lymphocytes, neutrophils, and macrophages
produce interleukin-6 that enhances serum ferritin
and hepcidin causing increased RNS, ROS, and
RSS. Concomitantly, SARS-CoV-2 causes
decreased Erf-2 which decreases serum GSH. All
that increases oxidative stress vs. antioxidant
power causing cell damage and apoptosis
(ferroptosis). That collectively causes cellular
damage to enterocytes (diarrhea and shock) and
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hepatocytes (raised serum liver enzymes, ALT, and
AST). TaibUVID nutritional components (nigella
sativa, natural honey, costus, senna, fennel, and
chamomile) cause increased glutathione and
decreased oxidative stress. Such effects effectively
help cure COVID-19 patients. GSH reduced
glutathione. Erf-2, erythroid releasing factor-2,
RNS, reactive nitrogen species, ROS, reactive
oxygen species, RSS, reactive sulfur species

Step 3: Either recovery or progression
Recovery

As previously reported by the center for disease
control, COVID-19 resolution involves recovery
from the fever and respiratory symptoms with no
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Paessler & Huang 2020). Hypercytokinemia
causes acute respiratory distress syndrome and
multiple organ damage. Immunological response
against SARS-CoV-2 is related to race, gender, and
age. Many therapeutic strategies investigate the
cytokine storm in patients with severe COVID-19
(Rabaan, Al-Ahmed, Muhammad, Khan, Sule,
Tirupathi, et al., 2021b).

Upon antigen presentation (e.g. due to SARS-
CoV-2 infection), T helper lymphocytes (Thl and
Th2 subtypes) release inflammation-induced
cytokines as IL-6, interferon-gamma (IFN-y), IL-
4, granulocyte-macrophage colony-stimulating
factor, IL-2, and IL-10. IL-2 enhances the
maturation of helper and cytotoxic T cells, while
IL-4 enhances B cell growth and differentiation
into plasma cells (to secrete antibodies) (figures 1-
2) (Rabaan, Al-Ahmed, Garout, Al-Qaanch, Sule,
Tirupathi, et al., 2021a). IFN-y enhances
phagocytosis (exerted by macrophages and
monocytes) and potentiates natural killer (NK)
cells-induced lysis of virus-infected cells (Lang,
Lee, Teijaro, Becher & Hamilton (2020). The
granulocyte-macrophage colony-stimulating factor
is a glycoprotein that induces maturation and then
differentiation of neutrophils and CD14+/CD16+
monocytes, which produce massive amounts of IL-
6 that are not seen in healthy subjects (Figure 1)
(Boyette, Macedo, Hadi, Elinoff, Walters,
Ramaswami, et al., 2017). Immune cells, e.g.
activated  lymphocytes, macrophages, and
neutrophils produce different inflammatory
cytokines such as IL-6 and TNF-a. IL-6 induces
fever and increases the production of acute-phase

development of disseminated intravascular
coagulopathy and septic shock (Figurel)
(Velazquez-Salinas, Verdugo-Rodriguez,
Rodriguez & Borca 2019). Increased serum ferritin
(> 400 ng/ml) was reported to be high in patients
having severe COVID-19 disease upon
hospitalization. Serum ferritin levels were 3 and 4
times higher in patients who died than those
observed in patients who survived (Gomez-
Pastora, Weigand, Kim, Wu, Strayer, Palmer, et
al., 2020). High serum ferritin and IL-6 are both
diagnostic and prognostic markers of COVID-19
deterioration, progression, and deterioration of the
cytokines storm. Patients who recovered tended to
have lower serum IL-6 and ferritin levels (Liu,
Zhang, Yang, Ma, Li, Zhang, et al., 2020). The
cytokine storm (with increased levels of IL-6)
results in increased ferritin and hepcidin levels.
This indirectly causes lethal oxidative stress via
sequestering iron intracellularly with the resultant
generation of reactive nitrogen species, reactive
oxygen species, and reactive sulfur species. That
collectively maximizes tissue damage in affected
organs, e.g. the gastrointestinal tract, respiratory
tract, and elsewhere (Cortese-Krott, Koning,
Kuhnle, Nagy, Bianco, Pasch, et al., 2017).
Sequestered iron may react with clotting factors in
coagulation pathways, resulting in
hypercoagulable conditions (Tang, Zhang, Fang,
Han, Wang, Wang, et al., 2020c). Moreover, high
levels of intracellular iron can enhance a recently
reported cell death mechanism termed ferroptosis
(Gao, Monian, Pan, Zhang, Xiang & Jiang 2016).
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Step 1: SARS-COV-2 infects the upper
respiratory tract

In the early stages of COVID-19, coronavirus
infection starts with the inhalation of droplets
containing SARS-CoV-2 virions that gain access
to the nasal mucosa, causing cellular swelling and
inflammation. Respiratory epithelial cells (having
cilia) and mucus (a product of goblet cells of the
respiratory tract) extrude the pathogen via
mucociliary defense mechanisms. Co-morbidities
such as diabetes, cardiovascular disease, or tobacco
use impair pathogen excretion via this innate
mechanism, which allows for virus colonization in
the lower respiratory tract (Brodin 2021). Patients
infected with COVID-19 are usually asymptomatic
in cases where there is no colonization of the lower
respiratory tract. Host barriers and defenses of the
respiratory epithelial lining, e.g. immunoglobulin
A, reduced glutathione, and beta-defensins tend to
clear COVID-19 infection in its early stages,
although patient nasopharyngeal PCR swabs are
still positive (Cao and Li2020). When SARS-CoV-
2 arrives at the lower respiratory tract, it attaches
to ACE2 on type II alveolar pneumocytes (which
produce surfactant and regenerate type I alveolar
pneumocytes that facilitate gas exchange) via the
viral S protein. Subsequently, SARS-CoV-2 enters
target cells, releases its single-stranded RNA
genome, and utilizes the host enzyme machinery
for viral replication. Consequently, damaged type
II pneumocytes result in decreased surfactant
levels, and suppressed type 1 pneumocytes
functions impair gas exchange and minimize lung
compliance, leading to Iung edema and
pneumonitis (Mason 2020). Intestinal epithelial
cells have ACE2 receptors, allowing SARS-CoV-
2 to infect intestinal cells (enterocytes), causing
early gastrointestinal manifestations, e.g. diarrhea
(Guan, Ni, Hu, Liang, Ou, He, et al., 2020). Based
on that, COVID-19 patients may present with
respiratory or gastrointestinal symptoms (Table 2).

Step 2: SARS-CoV-2 induces the oxidative
stress-induced acute inflammatory process

Local immunological defenses in pulmonary
tissues affect type II pneumocytes, alveolar
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macrophages, and dendritic cells. Macrophages
and type II pneumocytes secrete IL-8 (a vital
neutrophil chemotactic agent) (Costela-Ruiz,
Illescas-Montes, Puerta-Puerta, Ruiz & Melguizo-
Rodriguez 2020). Acute inflammation occurs with
neutrophil and monocyte migration to lung alveoli
(Garcia 2020), with neutrophilic degranulation and
release of acute phase reactants, e.g. IL-6 and TNF-
a. Phagocytes use reduced nicotinamide adenine
dinucleotide phosphate (NADPH) as a coenzyme
for NADPH oxidase for generating cytotoxic
reactive oxygen species, i.e. hypochlorite and
hydrogen peroxide (Polonikov 2020). Acute
inflammatory processes caused by a combination
of ROS and pro-inflammatory cytokines
participate in causing the severe parenchymal lung
injury commonly encountered in COVID-19.
Decreased levels of pro-inflammatory cytokines,
reactive oxygen species, hypochlorite, and
hydrogen peroxide are associated with rapid
recovery and a mild course of COVID-19 illness
(Polonikov 2020).

Both components of type I interferon (IFN-a and
IFN-B) play a significant role in the innate response
to viruses. Human embryonic kidney (HEK293)
cells expressing structural proteins of SARS-CoV-
2 maximally resisted the effects of IFN- and NF-
kP (Li, Liao, Wang, Tan, Luo, Qiu et al., 2020a).
Moreover, incubating Vero cells with recombinant
human IFN-a caused decreased SARS-CoV-2 viral
titers compared to non-incubated Vero cells (Tang
et al. 2020a).

Cytotoxic T lymphocytes recognize viral antigens
presented by antigen-presenting cells (e.g.
dendritic cells and B cells) in association with
major histocompatibility complex (MHC) Class 1.
Cytotoxic T lymphocytes degranulate, causing
released cytotoxic perforins and granzyme-B.
Perforin proteins cause perforations and increase
the permeability of the membranes of virus-
infected cells, while granzymes cause proteolytic
activation of intracellular caspases, resulting in
apoptosis (Tang et al. 2020a). Uncontrolled and
dysregulated secretion of inflammatory and pro-
inflammatory cytokines (as TNF-a, IL-1, and IL-6
causing cytokine storm) positively correlates with
viral infection severity and high mortality rate via
recruiting macrophages, T and B cells in the lung
alveolar cells (Mantlo, Bukreyeva, Maruyama,
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SARS-CoV-2 is vital for receptor specificity,
tissue homing, and cellular binding. ACE2
expression is present in the oral mucosa and nasal
epithelial cells of the upper respiratory system and
explains the high transmission rates of the virus
(Sungnak et al. 2020).

ACE?2 receptors are found in type 2 alveolar cells and
muscle cells of the pulmonary vasculature. This
partially gives explanations about the severe
respiratory symptomatology associated with these
viruses (Tang et al. 2020a). Male patients suffer more
from inflammatory disease than females. Hormones
may play a role. Females may be more protected from
respiratory viral pathogens of SARS-CoV-2, than
males possibly due to the effects of estrogen and other
sex hormones on both T and B lymphocytes
(Vadakedath, Kandi, Mohapatra, Pinnelli, Yegurla,
Shahapur, et al., 2021).

ACE2 receptors are also found in the epithelial
cells all over the gastrointestinal tract, e.g. oral
mucosa, cytoplasm of the gastric and intestinal
epithelia and the ciliary lining of the digestive
glands, colonic enterocytes, myocardial cells,
vascular endothelium, proximal tubule, bladder
urothelial cells, and cholangiocytes (Xiao, Tang,
Zheng, Liu, Li & Shan 2020). In a recent study, the
ACE?2 gene was found to exhibit single nucleotide
polymorphisms with many different allele
frequencies across the globe (Cao, Li, Feng, Wan,
Huang, Sun, et al., 2020). SARS-CoV-2 may direct
damage to the intestinal mucosa. This can lead to
increased intestinal permeability to foreign
pathogens by compromising intestinal barrier

function, resulting in diarrhea and malabsorption
(Gu, Han & Wang 2020).

The allele frequency of the host gene varies among
males and females. In COVID-19 patients, many
risk factors aggravate infection (Table 1). The
presence of viral nucleocapsid protein was
confirmed in the gastrointestinal lumen of many
digestive organs, e.g. stomach, duodenum, and
rectum glandular epithelial cells excluding the
esophagus. The SARS-CoV-2 virus subverts
cellular capabilities to serve the viral replication
process. Viral RNA polymerase is quite necessary
for viral replication (Xu, Chen, Wang, Feng, Zhou,
Li, et al., 2020). The incubation period for SARS-
CoV-2 may last 4-14 days. Within this period,
symptomatology may appear and is mostly mild
(80%). However, severe cases may be encountered
(20%) when comorbidities and high viral load are
present (Wang, Tang and Wei 2020c). Severe
symptomatology encountered with novel SARS-
CoV-2 results from the interaction of immune
responses, cytokines effects, and defensive
measures.

Cytokine storm

The cytokine storm takes place as a consequence of

events in response to the pathogenesis of SARS-
CoV-2 infection. This causes an increase in the
volume of mucus and fluids inside the lung alveoli,
with subsequent collapse of pulmonary function,
up to respiratory failure (Corman, Landt, Kaiser,
Molenkamp, Meijer, Chu, et al., 2020).

Table 1 : Risk factors aggravating novel SARS-CoV-2 infection (Zhou, Yu, Du, Fan, Liu, Liu, et al., 2020;
Lippi, Wong & Henry 2020; Baud, Qi & Nielsen-Saines 2020; Verma and Shakya 2021)

e Age: older than 60 years of age

Differential expression of the ACE2 receptor
Chronic obstructive pulmonary disease
Malnutrition

Immunocompromise

Viral load

Co-morbidities (particularly chronic diseases): diabetes mellitus, diabetic complications, chronic renal
disease, hypertension, hyperlipidemia, cardiovascular diseases, cancer

Occupation (physicians, physician’s families, and hospital staff)
Virulence of COVID-19 strains and genomic mutations
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subsequent genomic recombination possibilities
quite common (Kautz and Forrester 2018; Smith
2017). This may explain the evolution of SARS-
CoV-2. In Wuhan, China, the L type of SARS-
COV-2 was seen in about 70% of COVID-19
patients and was confirmed to be more pathogenic
and infectious compared to the original S type
(Tang et al. 2020b).

COVID-19 transmission

The SARS-CoV-2 virus remains contagious in air
droplets for approximately 3 hours (median half-
life of 1.1-1.2 hours). Moreover, SARS-CoV-2
remains on plastic surfaces and stainless steel
objects for an average period of three days (72
hours) after virus contamination. Moreover, the
SARS-CoV-2 virus has been found on copper or
metal surfaces for 4 to 24 hours. Aerosol and
fomite transmission is highly likely as the virus
remains infectious in aerosols for three hours and
on contaminated surfaces for more than 72 hours
(Van Doremalen, Bushmaker, Morris, Holbrook,
Gamble, Williamson, et al., 2020).

SARS-CoV-2 infection has a high mortality rate
that increases with age. In the 55- to 74-year-old
age group, the mortality rate is 1.4-4.9%; this
increases to 4.3-10.5% in the age group 75-84
years. However, the highest fatality rate is 10.4-
27.3% in the age group above 85 years (Uddin,
Mustafa, Rizvi, Loney, Al Suwaidi, Al-Marzougqi, et
al., 2020).

SARS-CoV-2 entry into target cells

SARS-CoV-2 synthesizes many non-structural
proteins that negatively impair the host’s immune
system and host cell physiological functions by
enhancing virus virulence factors. A close
interaction occurs between the SARS-CoV-2 virus
and host cell receptors to mediate virus entry. In
many people, the COVID-19 pandemic remains
symptomless, while in other patients the pandemic
may present with severe complications, e.g.
pneumonia, respiratory distress, and respiratory
failure (Astuti 2020).

Enveloped viral species, e.g. Coronaviridae target
angiotensin-converting enzyme (ACE) -cellular
receptors that mediate virus internalization via
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endocytosis resulting in endosome formation. That
endosome is acidic and this acidity continuously
and progressively increases. Protonation of the
binding viral glycoproteins soon increases.
Enzyme activities are enhanced, facilitating the
binding of viral proteins to the virus membranes
and other cellular membranes, with the final
release of the viral RNA into the cytoplasm. Upon
coronavirus attachment to cellular membranes,
viral spike protein interacts with cellular receptors
followed by acid-dependent proteolytic cleavage
of the viral spike proteins using a protease enzyme
(cathepsin). This is followed by the fusion of viral
and cellular membranes to form endosomes. The
acidic pH of endosomes accelerates the viral-cell
fusion processes (Tang, Bidon, Jaimes, Whittaker
& Daniel 2020a).

Remedies used to treat COVID-19 patients e.g.
Remdesivir, Ivermectin, and hydroxychloroquine
can bind the active position viral protease protein
(Hoffmann, Kleine-Weber, Schroeder, Kriger,
Herrler, Erichsen, et al., 2020). The emergence of
a new UK variant B.1.1.7 of SARS-CoV2 virus
had exaggerated COVID-2 suffering. SARS-CoV2
virus is mainly transmitted through coughs,
sneezes, talks, or breaths and on different surfaces
(Mohapatra, Das, Pintilie & Dhama 2021). With
the emergence of the new variants of concern of
SARS-CoV-2, the efficacy of vaccines requires
consideration. Vaccines' lack of efficacy against
variants of concern of SARS-CoV-2 may subject
the wvaccinated population to health threats.
Students in countries with the highest rates of
infection (e.g., India, the USA, and Brazil) are
prone to infection. SARS-CoV-2 strain variant
(UK variant B.1.1.7) had spread in various Indian
states among students. This maximizes vaccination
necessity (Hoffmann et al. 2020; Mohapatra et al.,
2021; Sah, Khatiwada, Shrestha, Bhuvan, Tiwari,
Mohapatra, et al., 2021; & Sungnak, Huang,
Bécavin, Berg, Queen, Litvinukova, et al., 2020)).

Pathophysiology of COVID-19

SARS-CoV-2 is a single-stranded RNA virus
containing four different viral proteins. The spike
proteins attach SARS-CoV-2 to ACE2 and ease
viral entry to target host cells. The spike protein of
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1. INTRODUCTION

Antioxidants are still missing vital remedies in
COVID-19 treatment that need more light to be
shed on them for more effective therapeutic
outcomes. Our previous publications confirm the
merits of antioxidants in combating the COVID-19
pandemic, particularly at the early stages of disease
pathophysiology. Oxidants are increased and
antioxidants are decreased in COVID-19 patients
which may affect its severity. This review
investigates that and provides practical preventive
and therapeutic solutions.

SARS-CoV-2 is the causative virus of the COVID-
19 pandemic. This virus belongs to the beta-
coronaviruses family that are also implicated in the
pathogenesis of severe acute respiratory syndrome
(SARS) and the subsequent Middle East
respiratory syndrome (Patel, Patel, Vunnam,
Hewlett, Jain, Jing & Vunnam (2020). The COVID-
19 pandemic first emerged in December 2019 in
the Far East where many patients presented with
atypical pneumonia that was first observed in
health centers in Wuhan, China.
Oxidant/antioxidant status is impaired in COVID-
19 patients due to depleted total antioxidant
capacity that can be regarded as a predictive
marker of COVID-19 severity (Wang, Horby,
Hayden & Gao 2020b). On March 11, 2020, the
WHO declared COVID-19 as a worldwide
pandemic. Interestingly, the serum levels of
reduced glutathione, total antioxidant capacity, and
total oxidant status were estimated in COVID-19
patients. It was found that COVID-19 patients had
elevated levels of oxidative stress and reduction of
antioxidant indices that aggravated the severity of
COVID-19 in hospitalized patients. Moreover, that
strongly suggested antioxidants as adjuvant
therapeutics to combat the pandemic (Mann,
Sekhon & Sekhon 2021). Patients presented with
vague pneumonia. Early health reports indicated
that these cases had bird flu, swine flu, and
influenza-like  symptoms. SARS-CoV-2 is
genetically similar to SARS-CoV-1 (by about 79-
80%) and to MERS-CoV (by about 51.8%) and is
also 96% similar to the whole genomic structure of
coronavirus-affecting bats (Chen, Liu, & Guo
2020). This novel virus massively disseminated
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across the world within a relatively short period (a
few months), resulting in an emerging pandemic
that threatened millions of lives and constituted a
real danger to human health worldwide. Later, the
causative virus was delineated to be a novel SARS-
CoV-2 that maximally and rapidly caused
worldwide morbidity and mortality in a relatively
short duration. Despite worldwide lockdown,
SARS-CoV-2 caused a lethal pandemic
threatening human health (Rothan and Byrareddy
2020). The current COVID-19 pandemic has
caused 3.7 million victims and more deaths are
expected in the coming months (Arias-Carrasco,
Giddaluru, Cardozo, Martins, Maracaja-Coutinho
& Nakaya 2021). Gastrointestinal presentation is a
serious topic related to COVID-19 lethality. In this
review article, the merits of antioxidants for
treating COVID-19 are introduced and correlated
to pandemic pathology and pathophysiology, and
new vital therapeutic targets are discussed with a
special emphasis on the gastrointestinal picture.

Genome of SARS-CoV-2

SARS-CoV-2 belongs to the coronaviruses, i.e. it
is an enveloped virus having a single-stranded
nucleic acid (positive-sense RNA) lacking
genomic segmentation. The viral genome (~30 kb
in size) carries genetic information for
synthesizing about 16 non-structural proteins
(which facilitate viral replication, entry, and
pathogenesis). These structural proteins include
the envelope protein (E), membrane protein (M),
nucleocapsid protein (N), and spike glycoprotein
(S) (Kim, Lee, Yang, Kim, Kim & Chang 2020).
The genomic sequence of SARS-CoV-2 confirms
that it is about 75-80% similar to the genomic
structure of SARS-CoV (Andersen, Rambaut,
Lipkin, Holmes & Garry 2020). There are two
major subtypes of SARS-CoV-2 upon studying
103 SARS-CoV-2 genomes (referred to as L and
S) using single nucleotide polymorphisms (Tang,
Wu, Li, Song, Yao, Wu, Duan, Zhang, Wang &
Qian 2020b).

Future mutagenesis of SARS-COV-2 viruses may
occur as they have error-prone RNA-dependent
RNA polymerases. This may increase the
frequency of future genetic mutations, making
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Abstract: The COVID-19 pandemic is still challenging. Antioxidants are missing vital remedies in COVID-19 treatment.
Oxidants are increased and antioxidants are decreased in COVID-19 patients which may affect the disease severity. This review
investigates that and provides practical preventive and therapeutic solutions. Error-prone RNA polymerases explain SARS-
CoV-2 mutagenesis and the emergence of novel strains. COVID-19 pathogenesis starts with the attachment of spike proteins
to angiotensin-converting enzyme-2 receptors on target cells in the respiratory and digestive systems. SARS-CoV-2 induces
oxidative stress-induced acute inflammatory processes. Neutrophilic degranulation releases IL-6 and TNF-a. This enhances
oxidative stress and cytokine storm-induced acute respiratory distress syndrome with overwhelming proinflammatory
hypercytokinemia, multisystem tissue damage, respiratory failure, and shock. COVID-19 mortality rates differ globally, with
Saudi Arabia among the countries having the lowest fatalities. COVID-19 patients COVID-19 exhibited depleted total
antioxidant capacity that can be regarded as a predictive marker of severity. COVID-19 patients had elevated levels of oxidative
stress and reduction of antioxidant markers. Gastrointestinal symptoms of the COVID-19 pandemic usually worsen with
disease progression and include anorexia, diarrhea, liver injury, nausea, and abdominal pain. Antioxidants (e.g. glutathione)
deficiency aggravated SARS-CoV-2 infection. High serum-reduced glutathione causes decreased ROS and a shorter course of
illness. Antioxidants are strongly suggested as adjuvant therapeutics to combat the pandemic. We previously reported
promising TaibUVID antioxidants that help COVID-19 patients to recover. Antioxidant (e.g. glutathione) deficiency
exaggerates SARS-CoV-2 infection. Glutathione intake results in decreased ROS and shortened illness course. Pneumonia,
dysgeusia, and hyposmia improved immediately upon antioxidant treatment. All TaibUVID components raise glutathione
levels, enhance immunity, combat viruses, and exert tissue protection. This review discusses this vital issue.
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from S, by solving the minimization problem
15).
(2. : Replace first-stage problem by the following
approximate problem:
M= cxt g
(17)
Ax <D
x=0
And the solution denoted by x;,
3. If x, is “optimal”, then the solution found,
otherwise generate a sample for &
and calculate g, ~Q(x;,) and add it to the
previous set that is, Si,.; = S U {x, qi.}
by increasing the number f iteration k ==k + 1
and go back to the second step.

6. Conclusion

Stochastic programming has gained a major of
optimization for modeling uncertainties in
mathematical optimization problems. Two-stage
stochastic programming with random is dealing the
problem under uncertainty in models, and use
optimization concepts optimization along with
statistics and probability. stochastic programming
continues develop a huge of algorithm and
theoretical by researchers and scientists. In this
paper, we build the algorithm of two stage problem
which we name it successive exponential
regression approximations (SERA) to solve the
two-stage stochastic programming for both one-
dimension and multidimensional. The algorithm
for solving a two-stage model with probabilistic
constraint (successive exponential regression
approximations (SERA)) was proposed based on
replacing the expected recourse function, which is
numerically hard to be solve by the regression
function then solving this problem by this
technique. So by this idea we can solve any two
stage Stochastic programming. For future work we
will use real application data to with successive
exponential regression approximations (SERA).
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4. SERA Algorithm for the Two-Stage
Problem

The two-stage programming with recourse can be

minc’x + Q(x) subjectto Ax=b, x =0

where the expected recourse function Q(x) can be
giving as

Q(x) = E(q(x,§) = E(minyq"y|W, = ¢ -
Tx,y = 0) where q is a random variable and we
that T and W are

assume the matrices

q; =qx &) =ming"y st

We can easily compute the expected recourse
E(q(x,£&)) = by given an unbiased estimate of it.
Let &;to be independent sample with the random
variable &, for each x; then q; = q(x;,¢;) and
qi~Q(x;) for i =1,2,..,k. Inthis case:

— bryx
qx = are” *

To find the solution for the unknown «;, and by, by
solving the following minimization problem, we

min
v,b Yicalai — qe(x)]?

Since this is a minimization problem then the first
order necessary conditions of the above problem

give the solution of the unknown a;, and by :
k

Z[Qi — (i +b'x;] =0,

i=1
Z?:l xij[qi - (]/k + b,xi] = 0, ] = 1, 2, ,k
where x;; is the j — th component of the

Qi (%) = ajebx

Tx+ Wy =¢,
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written as:

(12)

deterministic. The main difficult computationally
is computing the value of the expected recourse
when the being multidimensional integral is hard
to calculate the expected value. It is easily
computed for any x and §;by unbiased estimate of
it:

y=0 (13)

q;i = %Zi‘(:l
independent samples of ¢.

The expected recourse function is replaced by a
for  exponential

q(x;,&;) are unbiased estimates and

least  squares-regression

approximation regression function of the form:

(14)

k

can compute the L? minimum norm, that is

(15)

vector x; and y = Ina for more details see
previous section.
For starting our algorithm we need to generate
random k points of x; and calculate q; for these
points. Thus giving the set S, = {x;, q;},
0. [start] let the iteration being with the number k
of points in Sy.
1. Then, compute the following coefficient b, and
a;, of exponential regression function

(16)



Nasser Aedh Alreshidi: Solving Two-Stage Stochastic Programming Problems by Successive...

respectively, and putting the derivatives equal to (M 2 M 1) (ﬁ ) _ (m1)
zero. Then we have M, My)\y My
. -m
Ylfi—-+Bx]=0 Thus, we obtain B = %}\Enl, and y=
L —MoMy-mq M4
in[fi —(+px]=0 My—M?2
i=1 Furthermore, the solution of the minimization
By solving the above system in the unknowns problem (7) is given by
constants y and B following the
same technique as given by [4] consider _ kB xilnyim B, B XY and
kzl l - Zl l)
— Z 1 f'u m1 = y 1 ( 1%
1vk
;Zi:lfi Xir = exp - ?:1 Xi Zz 1% Iny; + Z =1 lny; ?:1xi2
Yk x? — (T x;

MOZ_Zz X =1, __lexl' M, = s ( = l)

Zl 1 x“ 3. Multidimensional SERA

Consider we have k distinct points x;, b € R" for
i=1,2,..,k. We need an interpolate these points
such that satisfies the exponential function

Then, we can rewrite the system (3-3) as follows
BM, +yMy =my, BM; +yMy =m,, that is

y; = ael* fori=1,2,..,k (9)

where o and b are unknown constants. Similarly fi = Iny; and y = Ina, then by solving the
as for the previous simple case, by taking the following minimization problem we can compute
logarithm for both sides of Eq. (9). Assume that the L? minimum norm, that is
mln )
Yisilfi — (v + b'x]? (10)
for the unknown constant y and b. By = Z o fi my= % f: 1 %iif 0

differentiating (10) with respect to y and b,
respectively. Then we obtain Y1, [f; — (y + 1
b’x] = O, e j = Zl 1x Ml,j = ;Z;{:l Xij, and
Z?:l xij[fi — (]/ + bIX] = 0, fOI'j = 1, 2, e, n, leﬂ = kZi=1 xi]'xil,

where x;; is the j — th component of the vector

x;. Following [5], we consider the following Furthermore we can rewrite the above system as

. follows
notations,
MA =m, (11)
where Ais the vector of the unknown constants, Myq11 -+ Myin My,
N = (bq,...,b,), and M= oo : :
and the vector m and the matrix and M are defined T\ Myp1 ot Mapn My,
by My, - My, M,

m=(myy, .My, m) obtain the solution of the minimization problem

(10).
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following approximate one:
min

=c'x+ q(x)

®)

Ax <D

and denote its optimal solution by x.

3. If x, is "good enough" then STOP,
otherwise compute q,~Q(x;), let Sp,q =S U
{x1, qi} increasek = k + 1 and go back to Step 1"
(Deak , 2004), the above algorithm was described
and approved theoretically by (Deak, 2004).

The most recent development in the solution of
two-stage model with probabilistic constraint is a
heuristic ~ approach  (successive  regression
approximations (SRA) proposed by (Deak, 2003)
for medium-size problems, which is extended for
large scale problem with one hundred decision
in the 120
dimensional normally distributed & in the second

variables and first-stage with
stage problem (Deak, 2011), where he claims that
the computational test indicates that the method is
working. However, no theoretical proof of the SRA
method exists but the performance has been
efficient for more details see (Deak, 2002; Deak,
2003; Deak, 2006). Q(x)=E(q(x,¢) =

y; =aeb¥i for i=1,2,..

where o and  are unknown constants. In order to
give the best approximation for the function g; we

min
a, p 2i=lgi = yil?

Apply the natural logarithm for both sides of Eq.
(6) then we obtain
Iny; = In(a ef¥) = Ina + fx;

min

a,[fz

n
i=1

Hence, we will solve the minimization problem
(8) that is associated to the pints (x;, f;) fori =

x=>0

[fi — (v + Bx;]?
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E(miny,q"y|W, = ¢ —Tx,y =2 0) where q is a
random variable and we assume that the matrices
T and W are deterministic. The main difficult
computationally is computing the value of the
expected when the being
multidimensional integral is hard to calculate the

recourse

expected value. It is easily computed for any x and
&; by unbiased estimate of it:

2. Computing a Least Squares-
Regression for Exponential
Approximation

Assume that we have k distinct points, for
instance(xy, Y1y, .- (X, Yk)) and we need to
interpolate a function g; = g(x;) such that g;
y; for all

i =1,...,k Consider we need to an interpolation
for these points that satisfy the exponential
function, i.e.,

(6)

shall solve the least square problem (L? minimum
norm), that is,

(M

Let f; = Iny; and y = Ina, then the least square
problem (7) can be transformed into

®)

1, ..., k, then, we will obtain the solution of the
minimization problem (7) by using & = exp(y).
By differentiating (8) with respect to y and f3,
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problem has a finite optimal solution, which means
Vx x,&the q(x, &) is less than oo, The difficult part
is to compute the expected recourse function
because of the multidimensional integral but it is
easy to give an unbiased estimate of it. Let
fll fZJ [ fk
distribution of the random ¢ that is for each point

x; then

q; = % k q(x;, &) is an unbiased estimate of the

to be independent samples from

expected recourse function Q(x) and ¢ are
independent samples. The SRA algorithm
computes this estimated function value and
constructs a quadratic approximation based on g;.
To start the SRA algorithm, we need to make

min
Dy, by,

by the first order necessary conditions of (2), the
solutions for the unknown parameters are giving
by:
Zf:l[cllci — (*'iDyx; + b'yx; + )] = 0
Yicilai — (X' iDpx; + b'ix; +

MA=m, A=M1m,

Where A’ =
(dlll dlz, ey dln' dzz, ey dzn ) d33, ey dnn,
dy, ...,d,, ¢) and the

m =

random initial points x; and compute for each point
of x; an unbiased estimate q; of Q(x;)which is
linear programming problems that is q;.Q(x;).
Then, we have the set S, = {x;,¢;}’_, and the
quadratic regression function of this form:

G(x) =x'Dx+ b’ + ¢,

is replaced instead the expected recourse function
Q(x) which is hard to evaluate numerically, Where
D, is a assumed to be symmetric matrices and
Dy, by, ¢, are unknown parameters can be
computed from the optimization problem:

Yialg — (' iDyx; + b'ix; + ¢ ()

c)xim =0, m=1,...,n.

Yiilgi — (i Dyex; + b'iex; +
c)lximxiy =0,1=1,...,n,
where X;,, is the mth component of the vector x;.
Furthermore, we can rewrite the system (2-2)

3)

_ 15k —
M3,mlr - ;Zizl XimXi1Xir and M4,mlrs -

1¢k
;Zi:1 XimXiXirXis
"These notations used to describe the matrix M and

by solving the system (3), so the solution of
problem (2) will obtain.

(M2,11, M2,12, s Mo 10, M,12, M2 22 s Mo » Ma,1, M1, Fhes YR A algorithm for two-stage problem which

my ) and the component of m are:

my = %Zi'(:l qi, Mym = %Z?:l qi Xim» Mo =
%Zlfq i XimXit»

And the elements of the matrix M are defined as:
My = %Z?:lxiom =1, -

_ k
Ml,m - ;Zizl Xim»
_ 15k
My = ;Zi:1 XimXils

qGr(x) =x'Dyx + b’y + ¢,

from S, by solving the minimization problem (2).

introduced by (Deak, 2004) is giving as following:
[Initialization.] Set the iteration counter to

the number k of points and compute q;~Q(x;)
and S, = {x;, q;}1;.

1. Compute the coefficients of Dy, by and c; of

the quadratic regression function

(4)

2. Replace the original first stage problem with the
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1. Introduction

Stochastic programming, or called optimization
under uncertainty, is an optimization problem
formulated mathematically with  stochastic
systems, where random variable parameters appear
in objective functions or in the constraints.
Uncertainty is dealt with random parameters in
objective both.

(Prekopa,1995) shows a numerical example of a

or constraints, or in
large-scale size of uncertainty problem.

Dynamic Stochastic programming models or static
models are decision making problems where the
equations are stochastics, (Prekopa, 1995) use a
model where some or all of the parameters are
random by considering of joint distribution
function, for further details see (Prekopa, 1995;
Deak, 2001; Deak, 2004; Deak, 2006; Deak, 2011;
Shapiro, Dentcheva and Ruszczynski, 2009). Two
stage stochastic problem see (Nasser Alreshidi et
al., 2020; Rashid Nawaz et al., 2020) they show
decomposition method which give quickly

convergent and and encouraging results.
Convergence of Krasnoselskii-Mann for more de-
tails see (Shah, 2022; Nawaz, 2020).

There are many real applications of two-stage
models that done in many fields of DM such as
Accident prediction models (Chao Wanget et al.,
2011). Transportation problem (Hrabec et al.,
2015). Outages of power plants (Cot’e and
Laughton, 1982). Food supply chain (Bryndis

Stefansdottir and Mar- tin Grunow 2018). Portfolio

minc’x + Q(x) subject to Ax

Where  Q(x) = E(q(x, &) = E(miny,q"y|W, =
& — Tx,y = 0) and the vector

x € R™and y € R™are denoted for first-stage
decisions and the second-stage decision variable,
respectively.  All  the
deterministic A, T, W and the dimensions are

matrices here are

my Xny, my Xny, my Xn, respectively, for the
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optimization (Nasser Alreshidi et al., 2020).
Energy models (Jo™ao Soares et al., 2017). Airline
network (Yang T.H., 2010). Staffing and
Scheduling (Kibaek Kim and Sanjay Mehrotra.,
2015). Biomass supply chain networks (Maria
Aranguren et al., 2021). Water resources problems
(Wang and Huang., 2015). Milk production
(Yalcin and Stott., 2000). Risk
(Zimmerman and Carter., 2003). Two-stage
stochastic programming with recourse is the most

problems

important and most used model in stochastic
programming (Prekopa, 1995; Bryndis
Stefansdottir and Martin Grunow, 2018). Recently
this
regression

Deak developed a heuristic algorithm,
procedure called
approximations or SRA that is for solving the two-
stage and probabilistic stochastic programming

successive

problems. The expected recourse function of the
second stage problem (A. Ruszczynski and A.
Shapiro, 2003), frequently cannot be evaluated
accurately but some Monte Carlo techniques can
compute them. The algorithm is based on replacing
the expected function, which is
numerically hard to be solve by the regression

recourse

function then solving this problem by this heuristic
technique, see (Deak, 2001; Deak, 2004; Deak,
2006; Deak, 2011). Deak describes the SRA
algorithm for tow stage stochastic programming
stochastic

problem as following. Two-stage

programming with expected recourse:

=b, x=0 @))

other vectors are deterministic b € R™* and q €
R™ except & € R™t the righthand side vector is
random. In the SRA algorithm, he assumed [5],
that & is uncertain with normal distribution and the
problem has complete recourse to guarantee that
the second stage problem is feasible which, means
that for any x and any & there exists y feasible
solution and the second stage linear programming
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Abstract : There is a variety of technics for solving Two-Stage Stochastic Programming Problems. Recently the
two-stage stochastic problem has been solved by the successive quadratic regression approximations. Here, we
solve the two-stage stochastic problems by using the exponential regression instead of the quadratic one, then we
build the algorithm of successive exponential regression approximations (SERA). Successive exponential
regression approximations (SERA) procedure has been improved to solve two-stage stochastic problems by using
the same technic of successive quadratic regression approximations where we replace the exponential regression
function instead the quadratic regression function in which is replaced instead the expected recourse function of
second stage problem which is hard to evaluate numerically, then we compute exponential regression. So the
algorithm is used to solve large-scale of multi-stage problems. Also, the new algorithm is solving two-stage

problem by using exponential regression approximations which is convergent.
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Figure 11: Convergence for case 2.
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6 . Conclusion

The OPF problem, among various goals, is
quickly becoming one of the most in-demand
optimization problems in today's modern power
networks. This article investigates multiple
multiobjective  OPF  challenges, including
renewable energy. A wide range of possible
scenarios are considered considering power
systems' complexities and constraints. These
concerns include power loss, fuel expense,
environmental effects, and voltage deviation
values. In addition, a modified version of the
Cuckoo optimization algorithm (COA) (MCOA)
is built. A wvariety of algorithms have been
developed for optimal multiobjective OPF under
a variety of circumstances. Studies have
demonstrated the efficiency and reliability of the
MCOA algorithm in solving OPF problems in the
presence of renewable DG resources.
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PG46~ 145.00 120.00 | 401.00
PG54 42.000 0 30.000 | 30.009 0 0 30.001 30.050 | 30.001
Voltage magnitude of generators
VG1~
VG9 0.9498 | 0.980 [ 0.970 | 0983 0998 |0.971 | 0.959 0.959 0.961
VG10~
VGI8 0974 0974 10983 |0974 |0.958 |0.972 | 0.961 0.953 0.946
VG19~

0.949 10981 0981 |0951 |0.951 |0.951 | 0.963 0.963 0.963
VG27
VG28-~ 0.970 | 1.025 1.025 0975 |0.987 | 0987 | 0.955 0.955 0.979
VG36
VG3~ 1.01 0.949 0958 10.968 | 0953 |0.971 | 0.972 0.995 0.982
VGa5 . . . . . . . . .
VGao~ 0.980 | 0948 10.960 | 0.9560 | 0.961 | 0.947 | 0.961 0.961 0.970
VG54
Transformers' tap
T1~T9 0.962 | 1.033 1.000 | 1.000 ] 0.995 | 0.995 | 0.987 0.9890 | 0.941
VAR compensating units

11.290
QC1~QC9 | 12.714 3 0.250 | 4.171 18.000 | 0.010 | 11.000 13.886 | 11.002
QC10~QC Cost 103395.
14 6.557 | 13.001 | 23.357 | 1.106 | 5.999 ($/h) 73 PLoss 55.119
Table 14: Optimal results for case 2.
. . . Time
Optimizer Min Mean Max Std. )

MCOA 103395.78 103406.94 103415.67 10.42 781
COA 107008.21 109639.71 112617.55 818.2 759
WGA 103405.36 103412.05 103419.40 25.94 810
AOA 116994.05 120201.73 124011.65 1095.3 1240
INFO 106849.00 109114.19 113867.14 504.6 1405
gozogD“man’ Rivera, ‘et al, 1110992 4249 | 1126802902 | 114787.7786 | 953.6529 | -
ZBOSZ‘?))(D“man’ Rivera, et al, 1149 9833 | 1204432082 | 123385.1256 | 1638.0949 | -
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Figure 10: Convergence for case 1.

5.2. Case 2: OPF problem with quadratic
cost function for traditional generators
including the solar and wind energy
sources.
Similar to the previous case system, wind energy
sources are located in buses 18, 32, 36, 55, 104,
and 110. Also, solar energy generation units are
in nodes 6, 15 and 34. The best solution for this
case is obtained by the proposed MCOA
algorithm, as shown in Table 13. In addition,
Table 14 represents a comparative study between
the results of the algorithms studied in this article

and the solutions obtained in the reference
(Duman, Rivera, et al., 2020). From these results,
the MCOA is a very powerful algorithm for
optimizing and distributing optimization in large
and real power systems. The characteristic of the
convergence of the algorithms studied in this case
is shown in Figure 11, demonstrating the good
convergence performance of the proposed
optimization algorithm.

In the case of the 118-bus system, OPF's
superiority over MCOA is demonstrated as the
system dimensions increase.

Table 13: Optimal decision variables settings for case 2.

Actual power output of generators

PG1~PG9 | 33.000 | 30.500 39'910 30.102 269'52 59.401 | 100.000 (1)30'00 30.095
igigN 30.505 | 96.011 ;44'98 30.000 | 32.103 (1)20'00 149.655 (1)20'00 30.082
gg;? (3)0'000 35.696 ézl A9 45.000 (1)50'00 34.167 | 102.935 ;02'29 30.0
ggg? %02'17 305'48 (2)73'78 30.200 | 30.200 | 30.200 | 30.000 30.100 | 30.100
ggi; (2)62'00 30.0 31.189 ?92'27 30.081 | 30.000 | 30.000 30.393 } 12.70
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QC10~QC14 | 29.9984 | 9.006 29.996 | 1.000 11.010 (Cj;(/)lslt) 129517.37 | PLoss 76. 360
Table 12: Optimal results for case 1.
- . Time

Optimizer Min Mean Max Std. s)
MCOA 129537.37 | 129549.25 | 129555.14 | 6.37 726
COA 138685.15 | 142950.74 | 144007.34 | 699.4 730
WGA 129540.44 | 129552.81 | 129558.95 | 8.93 703
AOA 139569.56 | 143175.14 | 145509.84 | 801.2 1134
INFO 138672.82 | 142884.29 | 143578.68 | 445.7 1378
CS-GWO (Meng et al., 2021) 129544.0 | 129558.9 | 129568.8 | 10.7 4252.5
PSOGSA (Mohamed et al.,
2017) 1297336 |- - - -
FPA (Mohamed et al., 2017) 129688.7 | - - - -
MFO (Mohamed et al., 2017) 129708.1 | - - - -
Rao-1 (Hassan et al., 2021) 1318179 | - - - 808.0
Rao-3 (Hassan et al., 2021) 131793.1 | - - - 806.7
Rao-2 (Hassan et al., 2021) 131490.7 | - - - 804.6
MRao-2 (Hassan et al., 2021) 131457.8 | - - - 1160.3
EWOA (Nadimi-Shahraki et
al., 2021) 1401758 | - - - -
MCSA (Shaheen et al., 2021) 129873.6 | - - - -
ICBO (Bouchekara et al.,2016) | 135121.6 | - - - -
MSA (Mohamed et al., 2017) 129640.7 | - - - -
SSO (Hassan et al., 2021) 1320804 | - - - -
GWO (El-Fergany & | 1390481 | 1420803 | 1454846 |797.8 | 17662
Hasanien, 2015)
IABC (Bai et al., 2017) 129862.0 | 129895.0 | - 40.8 4157.8
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available reactive powers ranging from 0 to 30
MVAR (Duman, Rivera, et al., 2020).

5.1. Case 1: OPF problem with quadratic cost
function for traditional generators
without the solar and wind energy sources

In Tables 11 and 12, the result is compared to the

results of other algorithms under investigation

and some other techniques reported in the
literature, including CS-GWO (Meng et al,

2021); MSA (Mohamed et al., 2017), FPA

(Mohamed et al., 2017), MFO (Mohamed et al.,

2017), PSOGSA (Mohamed et al., 2017), IABC

(Bai et al., 2017), MCSA (Shaheen et al., 2021),

MRao-2 and Rao algorithms (Hassan et al.,
2021), SSO (Hassan et al., 2021), ICBO
(Bouchekara et al., 2016), GWO (El-Fergany &
Hasanien, 2015), and EWOA (Nadimi-Shahraki
et al., 2021). According to this table, the MCOA
outperforms various optimization techniques
used to solve the large-scale OPF. According to
the obtained simulation data, the minimum cost
obtained from MCOA is 129517.37 $/h, which is
less comparing to result of other algorithms. Also,
Figure 10 depicts, after that, the convergence
characteristic of the studied algorithms used in
this case.

Table 11: Optimal decision variables settings for case 1.

Actual power output of generators

PG1~PG9 24.195 | 0.028 0.012 0.030 403.000 | 85.600 | 20.000 11.000 | 20.200
PG10~PG18 | 0.015 195.982 | 281.021 | 10.918 | 7.149 15.998 | 0.183 5.000 48.300
PG19~PG27 | 41.898 | 19.000 | 194.017 | 49.210 | 31.000 | 32.522 | 149.991 148.403 | 0.000
PG28~PG36 | 354.500 | 350.903 | 458.220 | 0.000 0.000 0.000 | 15.822 19.620 | 0.000
PG3~PG45 | 432.000 | 0.000 3.601 506.989 | 0.000 0.000 | 0.000 0.000 233.375
PG46~ PG54 | 37.885 | 0.220 3.998 29.041 | 6.000 35.000 | 36.500 0.011 0.000
Voltage magnitude of generators

VG1~VG9 | 1.020 1.038 1.040 1.075 1.100 1.029 | 1.036 1.042 1.028
XgigN 1.065 1.093 1.100 1.052 1.048 1.048 | 1.048 1.032 1.025
Xg;? 1.021 1.049 1.060 1.031 1.027 1.029 | 1.049 1.068 1.055
xgigN 1.071 1.071 1.079 1.061 1.061 1.048 | 1.048 1.030 1.058
VG3~VG45 | 1.069 1.080 1.078 1.092 1.068 1.075 | 1.076 1.600 1.061
ng?; 1.050 1.041 1.030 1.028 1.029 1.042 | 1.020 1.050 1.060
Transformers' tap

T1~T9 1.047 1.047 0.965 0.963 1.000 1.008 | 0.982 0.980 0.971
VAR compensating units

QC1~QC9 30.000 | 0.000 0.000 2.000 20.000 | 8.000 | 8.000 28.235 | 28.748
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AOA 815.5255 28.1 817.6217 816.8410 1.01
INFO 814.3942 334 816.5601 815.5889 1.26
WGA 813.5269 23.8 814.2247 813.7112 0.604
COA 814.7277 22.5 816.2242 815.5209 1.25
MCOA 813.1276 22.5 813.7012 813.3723 0.429
Method Min Time (s) Max Mean Std.
Case 6
AOA 968.4278 25.5 971.2885 970.2347 2.61
INFO 965.0305 29.0 970.4143 968.1889 243
WGA 964.8344 23.6 965.4578 965.6549 0.738
COA 968.0184 22.5 968.1634 967.0625 1.68
MCOA 964.2521 22.5 965.0307 964.5846 0.814
Method Min Time (s) Max Mean Std.
Case 7
AOA 783.5939 27.6 785.2641 784.9991 0.977
INFO 782.4830 29.7 784.9170 783.3454 0.868
WGA 782.2985 254 782.9775 782.7531 0.852
COA 782.5129 26.4 783.9485 783.2901 1.34
MCOA 782.1910 26.4 782.7316 782.4721 0.663
Method Min Time (s) Max Mean Std.
Case 8
AOA 812.7563 30.1 815.1569 814.3313 3.92
INFO 811.6345 323 814.2818 812.8100 2.84
WGA 810.6845 27.3 811.4569 811.1184 0.923
COA 811.6948 26.5 813.5013 812.1716 2.04
MCOA 810.5542 26.6 811.1652 810.8203 0.698

5. OPF in the IEEE 118-Bus large-scale test
System

In this part, the IEEE 118-bus test system (Meng
et al., 2021) is used to evaluate the efficiency of
the proposed MCOA in solving a larger power
system. This test system has 54 generators, 186
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branches, 9 transformers, 2 reactors, and 12
capacitors. It has 129 control variables considered
for 54 generator active powers and bus voltages,
9 transformer tap settings, and 12 shunt capacitor
reactive power injections. All buses have voltage
limitations between 0.94 and 1.06 p.u. Within the
range of 0.90-1.10 p.u., the transformer tap
settings are evaluated. Shunt capacitors have
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Table 10: Statistical results of MCOA and COA.

Method Min Time (s) Max Mean Std.
Case 1
AOA 802.6318 28.7 804.9570 803.7042 1.78
INFO 801.8834 304 804.3152 802.8556 2.93
WGA 800.9701 21.9 801.6926 801.2999 0.842
COA 801.7449 22.4 802.8623 802.0724 2.81
MCOA 800.4791 22.4 800.7816 800.5629 0.283
Method Min Time (s) Max Mean Std.
Case 2
AOA 649.2593 26.9 651.5815 650.3662 2.46
INFO 647.7004 23.0 650.0457 648.9654 1.43
WGA 646.9731 21.1 647.3950 647.8821 0.749
COA 649.8857 22.5 651.1421 650.2790 1.94
MCOA 646.4890 22.5 646.9002 646.6874 0.375
Method Min Time (s) Max Mean Std.
Case 3
AOA 833.7423 22.9 834.6465 835.9325 2.34
INFO 832.8083 29.7 834.3280 833.4100 1.12
WGA 832.4601 25.1 833.1994 832.7543 0.554
COA 832.8498 22.5 833.9849 833.3615 1.75
MCOA 832.2134 22.4 832.7816 832.5022 0.341
Method Min Time (s) Max Mean Std.
Case 4
AOA 1041.5309 26.0 1042.8252 1042.0067 1.20
INFO 1040.9591 30.2 1042.3516 1041.8404 1.74
WGA 1040.3394 20.9 1040.9139 1040.6612 0.916
COA 1040.6773 22.4 1042.4279 1041.6434 1.96
MCOA 1040.0674 22.5 1040.6715 1040.3200 0.507
Method Min Time (s) Max Mean Std.
Case 5
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Figure 9: Convergence for case 8.

4.8 Discussions on the IEEE 30-bus network
In this section, we comprehensively compare
between the suggested MCOA and the basic
COA, and also, three modern powerful recent
algorithms, arithmetic optimization algorithm
(AOA) (Abualigah et al., 2021), weighted mean
of vectors (INFO) (Ahmadianfar et al., 2022) and
wild geese algorithm (WGA) (Ghasemi et al.,
2021), over all of the scenarios covered in this
article on the IEEE 30-bus network. Best,
average, and worst results from 30 runs, as well
as standard deviation and average running time,
are shown in Table 10. An in-depth examination
of this table demonstrates that the suggested
MCOA method has triumphed over the original
COA algorithm and three modern powerful recent
algorithms, AOA, INFO and WGA in every
situation tested and that it has done so without
increasing the time it takes to execute the original
algorithm or the complexity of the computations
it conducts.

It is, therefore, evident that the suggested MCOA
performs statistically differently from its
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competitors. According to these quantitative and
qualitative findings, the proposed MCOA can
produce challenging and competitive results at
faster convergence speeds. Adopting a
revolutionary hybrid optimization approach for
the MCOA algorithm is proposed. This enhances
its global search capability while balancing
exploration and exploitation to achieve high-
quality solutions. The algorithm can achieve
better search efficiency by leveraging this
approach and avoiding local optima. As part of
the evaluation of the performance of the MCOA
algorithm, it has been compared with the AOA,
the INFO, the WGA, and the basic COA
algorithms. As a result of the results, the
suggested MCOA 1is superior and effective. The
proposed algorithm has the advantage of fast
convergence to global optima, making it suitable
for solving complex real-world power system
problems. We expect that as time progresses, the
OPF problem will include emergency events,
large-scale testing systems, and the penetration of
electric vehicles.
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Table 9: The optimal variables value for case 8.

Variables COA MCOA
PG1 (MW) 123.98540 123.23593
PG2 (MW) 34.3509 32.2800
Pwsl (MW) 46.6899 45.6210
PG3 (MW) 10.0000 10.0000
Pws2 (MW) 39.2993 38.4229
Pss (MW) 34.3579 39.1160
VGI (p.w.) 1.0704 1.0704
VG2 (p.u.) 1.0569 1.0569
VGS (p.u.) 1.0359 1.0357
VGS8 (p.u.) 1.1000 1.0403
VGI11 (p.u.) 1.0983 1.0998
VG13 (p.u.) 1.0498 1.0566
QG1 (MVAR) -2.97776 -2.74168
QG2 (MVAR) 11.05753 12.23749
Qwsl (MVAR) 22.23269 22.97597
QG3(MVAR) 40.00000 35.18169
Qws2 (MVAR) 30.00000 30.00000
Qss (MVAR) 15.37773 18.01536
Fuelvlvcost ($/h) 435.0921 426.2147
Wind gen cost ($/h) 264.8905 2579513
Solar gen cost ($/h) 93.4094 108.8521
Total Cost ($/h) 793.3920 793.0180
Emission (t/h) 091514 0.87681
J8 811.6948 810.5542
Power losses (MW) 5.2833 5.2758
V.D. (p.u) 0.45900 0.47042
Carbon tax ($/h) 18.3028 17.5362
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Figure 8: Convergence for case 7.

4.7.2 Case 8: Minimizing generating costs
while accounting for the cost of carbon and the
variable output of renewable sources

The threat of climate change has led some nations
to raise their demands that the whole energy
sector cut carbon emissions. Ctax, or carbon
taxes, are charged on emissions of greenhouse
gases.

This tax is intended to encourage financial
investments in renewable energy sources like
wind and solar power. The following is a
breakdown, in USD per hour, of the cost of
publishing (Biswas et al., 2018):

(50)
Emission cost: Cg = CigrE

Js =J7 + CeaxE (51)
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As a way of reducing the total costs associated
with the generation of electrical power, the
concluding case study of this article suggests
imposing a financial penalty in the form of a
carbon tax on the emissions of greenhouse gases
by traditional thermal energy producers. The
anticipated total cost of Equation (51) is what
needs to be maintained at the lowest feasible
level. It is anticipated that the rate of the carbon
tax will be twenty dollars per ton.

Table 9 presents the results of a simulation
conducted using these two methods to determine
the ideal load distribution. The result produced by
the proposed adjusted version of the algorithm is
superior to that produced by the original method.
More specifically, the pace of development of
energy production programs based on renewable
energy production will be decided by the volume
of emissions and the degree of pricing and taxes
on carbon. The convergent behavior of the two
algorithms is shown in Figure 9 for case 8 of the
research.
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Table 8 displays the best possible answers
obtained from each algorithm tested in this
research after 30 iterations. P.s; shows the
expected output from Wg;, and so on, for each
successive wind generator. According to this
table, the proposed MCOA algorithm has

Table 8: The optimal variables for case 7.

successfully located optimal solutions that are
both of a higher quality and perform much better
than the original COA approach. The convergent
behavior of the two algorithms is shown in Figure
8 for case 7 of the research.

Variables COA MCOA
PGl (MW) 134.90794 134.90791
PG2 (MW) 27.5907 27.7283
Pwsl (MW) 43.1839 43.3109
PG3 (MW) 10.0001 10
Pws2 (MW) 36.2407 36.5707
Pss (MW) 37.2677 36.6646
VGI (p.w.) 1.0717 1.0721
VG2 (p.w.) 1.0567 1.0571
VGS (p.w.) 1.0346 1.035
VGS (p.u.) 1.0396 1.0397
VGl11 (p.u.) 1.0992 1.0983
VGI3 (p.u.) 1.0587 1.0551
QGI1 (MVAR) -2.12274 -1.95067
QG2 (MVAR) 12.4535 13.2051
Qwsl (MVAR) 23.1089 23.2034
QG3(MVAR) 34.7495 35.0095
Qws2 (MVAR) 30 30
Qss (MVAR) 18.8345 17.5462
Fuelvlvcost ($/h) 437.5577 438.0114
Wind gen cost ($/h) 241.8954 243.4495
Solar gen cost ($/h) 103.0597 100.7301
Total Cost ($/h) 782.5129 782.1910
Emission (t/h) 1.76231 1.76227
Power losses (MW) 5.7911 5.7823
V.D. (p.w.) 0.47399 0.46413
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Also, the voltage magnitude, active and reactive
power generations at the installed locations of the
wind and solar power generation units are
restricted using the constraints (41) to (46).

Vit < Vyys i < Vane (41)
Pyt < Pysi < Pt (42)

< Qus < QU (43)
Vit < Vs < Ve (44)
P < Py < PREX (45)
QT < Qg5 S QUY” (46)

In the wind/solar integrated OPF problem, the
control variables, u is defined as follows:

u = [Q, Vg, Viy, Ve, Py, Ps, Pg, T,
Q =[0Qc, - Qcycls

VG = [V(;l""’VGNG]’

47)
Vie = [Viws s s Viws g )»
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=
Ny

e (2,)) 0 (B -

wav

Py )+Coy (P,

ws . j
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k

P

58,k

)] (38)

)+CPs,k (Psm kT

conventional OPF problem, some modifications
and additional constraints should be considered.
So, the equality constraints (6) and (7) are
expressed as given in (39) and (40).

(39)

) — Bij cos(6; — 5])] 0 (40)

P,

» % SS,Ns

P, =[Py, -- |,
Ps = [Pg,-ee0 oyl
T =[Ty...,Tyr).

Besides, the state variables, x is represented as
follows:

x =[S, Qu, Qs, Q) Vi, P,
S =[S, Stiyr s

Qu = [Qus,1 -+ Qus i )»
Qs = [Qss,,) +r Qss s )

Qe = [Qc,---» Q)

-

4.77.1 Case 7: Minimizing generation costs
considering the variable nature of renewable
sources

(48)

V, = [Pys1 P,

? T WS,Nw

According to (39), case 7 minimizes and
maximizes the overall cost of generating
electricity by thermal and renewable energy
sources (Biswas et al, 2018). The PDF
parameters are outlined in (Biswas et al., 2018),
and the cost coefficients are unchanged from case
1.

(49)
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4.7 OPF solutions, including stochastic solar
and wind power.

Wind Power

In order to construct a work optimization strategy
to deal with OPF challenges, a future wind energy
profile prediction is required. These forecasts are
calculated with the use of the Weibull probability
distribution function. The first stage in finding a
solution to a problem is to estimate how much
energy can be generated from the wind, which
may be done independently. Wind speed is a
common input into models of wind power
generation. Here, the Weibull probability
distribution function is used to create and
simulate the wind speed f,(v), where k and c are
dimensionless form factors and step sizes,
respectively, in the following equations (Biswas
etal., 2018):

vyt )

=—(- 1
L ==(5) xe G31)
According to formula (33), [22] the average of the
Weibull probability distribution (M) is mainly

determined by I'(x) (32) (Biswas et al., 2018):

Ny

CI/F{/ = Z[Cw,j(Pws,j) + CPw,j(Pwav,j

Jj=1

Suppose the power production from the wind
turbine is less than the value anticipated. In that
case, a storage charge will be Ilevied to
compensate for the forecasted value. A fine is
imposed on the company if the actual
consumption of wind energy is higher than the
predicted figure. Because of this, having a system
that provides an accurate assessment of the wind
power profile is of the utmost importance. The
costs are broken down into USD per hour using
the methodology outlined in (Biswas et al., 2018).
Solar power units

It is difficult to forecast how much energy can be
harvested from the sun because of atmospheric
variables like clouds and solar radiation. Since
solar radiation is a known quantity, it may be used
to calculate the maximum power generated by
solar systems (G).

In this section, the lognormal probability
distribution function f; (G)(Biswas et al., 2018):

(nx-p)

k
202

o ) for G>0

X e_( (36)

fe(G) =

- P
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Myp =c*T(1+K™) (32)

[o9]

rx) =f e tt*1dt (33)
0

A wind turbine is a device that generates
electricity from the kinetic and potential energy
of the wind. The relation between wind velocity
and the electrical power generated by a wind
turbine is given by equation (34) (Biswas et al.,
2018).

Ry(v)
0; v < vipandv > vy,

V —Vin
= Pwr(
Vr = Vin

By Vi <V < Vour

(34)

);vin<vSvr

where P,,,.is the wind turbine's rated power, wind
turbine's cut-in wind rate is vi,, and vo is the cut-
out wind rate and v, is the valued wind speed.

Equation (43) describes the total cost of wind
power generation in (USD/h), which includes
three main items: direct wind turbine, storage, and
penalty costs (Biswas et al., 2018).

ws,j) + CRW,j (Pws,j - Pwav,j)] (35)

The conversion of solar energy into usable power
is the final goal of a solar energy system.

In equation (36), the estimated solar radiation is
utilized to describe the output power of this
system, which is denoted by the function P,(G) as
a function (Biswas et al., 2018):

2

RWG—R; 0<G <R,

RGO =1 "¢ (37)
Pypo—; G=R
s Gora, c

The cost of producing energy from solar sources
is broken down into three distinct categories,
much as the cost of producing electricity from
wind sources, to mitigate the effects of the
inherent uncertainty in the cost estimate.

Equation (38) determine the following sum of all
components in terms of their respective (USD/h)
values (Biswas et al., 2018):
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Table 7: The optimal solutions for case 6.

Fuel cost

Emission

Power losses

V.D.

Algorithm (S/h) (t/h) (MW) ) J
MSA (Mohamed et al., 2017) 830.639 0.25258 5.6219 0.29385 965.2907
SSO (El Sehiemy et al., 2020) | 829.978 0.25 5.426 0.516 964.9360
PSO (El Sehiemy et al., 2020) | 828.2904 0.261 5.644 0.55 968.9674
J-PPS3 (Gupta et al., 2021) 830.3088 0.2363 5.6377 0.2949 965.0228
J-PPS2 (Gupta et al., 2021) 830.8672 0.2357 5.6175 0.2948 965.1201
J-PPS1 (Gupta et al., 2021) 830.9938 0.2355 5.6120 0.2990 965.2159
MNSGA-II (Ghasemi,
Ghavidel, Ghanbarian, et al., | 834.5616 0.2527 5.6606 0.4308 972.9429
2014)
MFO (Mohamed et al., 2017) 830.9135 0.25231 5.5971 0.33164 965.8080
MOALO (Herbadji et al., 2019) | 826.2676 0.2730 7.2073 0.7160 1005.0512
MODA (Ouafa et al., 2017) 828.49 0.265 5912 0.585 975.8740
I-NSGA-III (Zhang et al., 2019) | 881.9395 0.2209 4.7449 0.1754 994.2078
BB-MOPSO (Ghasemi,
Ghavidel, Ghanbarian, et al., | 833.0345 0.2479 5.6504 0.3945 970.3379
2014)

COA 830.2933 0.2558 5.7225 0.3319 968.0184
MCOA 830.2798 0.2529 5.5876 0.2971 964.2521
1020 ‘_ i‘é’éA !

1010
1000 |
=~ o0
980
970 N
S0 10010 200 20 300 350 300

Iteration

Figure 7: Convergence for case 6.
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Figure 6: Convergence for case 5.

4.6 Case 6: Minimizing the fuel cost, voltage
deviation, emissions, and losses

NPQ

]6 =]1 + Av * ZIVi - 1-0| +/1€*ZFEi(PGi) +/1p *PLoss
i=1 i=1

NG Fgi(Pg;) is expressed as follows:

NG

Fp = Z(“i + & exp(A;Pg;) + BiPgi + viPé;)

=1

where Fg; signifies the emission,y;,B;, & and 4;
show the emission coefficients of ith generator.

Table 7 summarizes the findings of the algorithms
investigated in this study compared to the most
successful results of more recent papers. This
table makes it abundantly evident that the MCOA
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This function models fuel cost, voltage deviation,
active power loss and emission with 4 = 21, 4p
=22 and Ae = 19 (Biswas et al., 2018):

NG

(29)

(30)

optimization technique is the superior choice
among these other optimization approaches for
the sixth ideal load distribution scenario. Figure 7
depicts, after that, the convergence characteristic
of the COA and MCOA algorithms used in this
example.
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NPQ

Js=awx Y WVi=100+) @)
i=1

where the value of the component Av is set to 100
(Biswas et al., 2018).

Table 6 presents the best results that could be
achieved for case 5 wusing the techniques

Table 6: The optimal solutions for case 5.

discussed in this article, as well as findings from
more recent investigations. MCOA has produced
the lowest and best values for this objective
function in comparison to other approaches
shown in Table 6. Figure 6 presents the
characteristic convergence curves of the various
methods.

Ovtimizer Fuel cost | Emission | Power losses V.D. J
P ($/h) (t/h) (MW) (p-u.) -

BB-MOPSO (Ghasemi, Ghavidel, 0.102

Ghanbarian, et al., 2014) 804.9639 ) ) 1 815.1739
o . 0.116

DA-APSO (Shilaja & Ravi, 2017) | 802.63 - - 4 814.2700
. 0.279

SpDEA (Ghoneim et al., 2021) 803.0290 - 9.0949 9 831.0190
MNSGA-II (Ghasemi, Ghavidel, 0.098

Ghanbarian, et al., 2014) 805.0076 ) ) 9 814.8976

PSO-SSO (El Sehiemy et al, | ¢03 9599 | 367 9.961 0.094 ) 5133899

2020) 0

. 0.104

SSO (EI Sehiemy et al., 2020) 803.73 0.365 9.841 4 814.1700

PSO (EI Sehiemy et al., 2020) 804.477 0.368 10.129 0.126 | 817.0770
0.105

MFO (Mohamed et al., 2017) 803.7911 0.36355 9.8685 63 814.3541
. 0.107

EMSA (Bentouati et al., 2020) 803.4286 0.3643 9.7894 3 814.1586

TFWO (Sarhan et al., 2022) 803.416 0.365 9.795 0.101 813.5160
. 0.094

ECHT-DE (Biswas et al., 2018) 803.7198 0.36384 9.8414 54 813.1738
MOMICA (Ghasemi, Ghavidel, 0.095

Ghanbarian, et al., 2014) 804.9611 0.3552 9.8212 ) 814.4811
0.120

MPSO (Mohamed et al., 2017) 803.9787 0.3636 9.9242 5 815.9987
0.107

COA 804.0138 0.3673 10.0020 1 814.7277

MCOA 803.7176 0.3614 9.7753 (1)'094 813.1276

105




Abdulaziz Alanazi: Optimal Power Flow Considering Solar and Wind Energy Systems Via Modified........

Table S: The optimal solutions for case 4.

Ovtimizer Fuel cost | Emission | Power losses V.D. J
P ($/h) (t/h) (MW) () a
SF-DE (Biswas ctal,, 2018) | 859.1458 | 02280 | 4.5245 0.02731 | 1040.1258
MJaya (Warid et al,, 2018) | 827.0124 | - 5.7960 - 1059.7524
QOMIJaya (Warid et al., | ¢, o) | 5.7596 - 1402.9251
2018)
125(1)\/2[3)’* (Bentouati et al., | ¢59 9514 | 02278 | 4.6071 0.7758 | 10442354
g’é?gm (Herbadji et al.. | ¢7¢ 4556 | 02642 | 5.7727 12560 | 1057.3636
SpDEA  (Ghoneim et al., | ¢35 051 | 5.6093 0.8106 | 1062.223
2021)
12\’(1)51‘1;‘) (Mohamed et al. | ¢59 1915 | 02289 | 4.5404 0.92852 | 1040.8075
COA 8592413 | 02291 | 4.5359 00113 | 1040.6773
MCOA 859.0154 | 02289 | 4.5263 00298 | 1040.0674
1140 T
COA
1130 e MCOA |1
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Figure 5: Convergence for case 4.

4.5 Case 5: Minimizing the fuel cost and
voltage deviation.

The voltage specification is the most important of
all the factors considered when determining a
network's dependability. This may be modified
by reducing the voltage gap between the load and

104

the bus to a value closer to unity. An acceptable
solution is found when the cost alone is used as
the target function; however, the voltage
variations associated with this solution are
undesirable. Therefore, the objective function of
the optimum load distribution in scenario 5 of this
article is described below to minimize both
voltage deviations (V.D.) and fuel costs.
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Figure 4: Convergence for case 3.

4.4 Case 4: Minimizing the fuel cost and real
power loss

Engineers strive to minimize energy loss in the
transmission of electricity. Therefore, we want to
lessen network fuel and losses in this case. The
correct form of the objective function is as
follows:

NTL

Pross =
k=1
k=(i.))

As seen above, the conductance of the kth branch
is denoted by the symbol g;.

In Table 5, we provide the optimal answers to this
instance, as determined by the algorithms
explored in this research and the techniques

gk (Vi + Vi = 2VV; cos &)
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Ja = Ap * Pross + 1

The value of factor .4p has been chosen as equal
to 40 (Biswas et al., 2018).

(26)

Network loss (Pross) can be modeled as the
following average (Biswas et al., 2018):

27)

analyzed in the relevant prior literature. The
results show that the approach put forth in this
MCOA paper is the best option. Figure 5 below
displays the convergence characteristics of the
examined methods for the top 30 run-average
solutions.
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Figure 3: Convergence for case 2.

4.3 Case 3: Considering valve point effects
(VPEs)

The quadratic cost function achieves a higher
degree of accuracy and realism as a direct result
of the influence of tap point loading. When steam

NG

Js:z

i=l

d, sin (el. (PG‘?i“ -P, ))

NG

2

+Y @ +b,P; +c, P,
i=l

where d; and e; are the ith generator's price and
efficiency factors (Biswas et al., 2018).

Results from SP-DE (Biswas et al., 2018), PSO
(Bouchekara et al., 2016), COA, and MCOA
algorithms are shown in Table 4. It is clear from

Table 4: The optimal solutions for case 3.

is introduced, the valves on thermal generating
units open, which results in rapid increases in
losses and causes ripples in the cost function
curve. This causes VPEs. The effect of this is that
the cost function may be expressed as follows
(Biswas et al., 2018):

(25)

the data presented in this table that the MCOA 1is
an algorithm that is well-suited to the complex
OPF. It is also clear from the algorithm
convergence graph in Figure 4 that the MCOA
can achieve good and acceptable optimal
solutions.

.. Fuel cost Emission V.D.
Optimizer ($/h) (t/h) Power losses (MW) (p-n.)
COA 832.8498 0.4390 10.9273 0.7216
MCOA 832.2134 0.4379 10.7009 0.8323
SP-DE (Biswas et al., 2018) | 832.4813 0.43651 10.6762 0.75042
PSO (Bouchekara et al,
2016) 832.6871 - - -
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Table 3: The optimal solutions for case 2.

Optimizer

Fuel cost ($/h)

Emission (t/h)

Power losses
(MW)

V.D. (p.u.)

MDE (Sayah &
Zehar, 2008)

647.846

7.095

MPSO-SFLA
(Narimani et al.,
2013)

647.55

MSA
(Mohamed et
al., 2017)

646.8364

0.28352

6.8001

0.84479

IEP (Ongsakul
& Tantimaporn,
2006)

649.312

SSA (Jebaraj &
Sakthivel, 2022)

646.7796

0.2836

6.5599

0.5320

SSO (Nguyen,
2019)

663.3518

GABC (Roy &
Jadhav, 2015)

647.03

6.8160

0.8010

FPA (Mohamed
etal., 2017)

651.3768

0.28083

7.2355

0.31259

MICA-TLA
(Ghasemi,
Ghavidel,
Rahmani, et al.,
2014)

647.1002

6.8945

MFO
(Mohamed et
al., 2017)

649.2727

0.28336

7.2293

0.47024

LTLBO
(Ghasemi,
Ghavidel,
Gitizadeh, et al.,
2015)

647.4315

0.2835

6.9347

0.8896

COA

649.8857

0.2824

7.4359

0.6474

MCOA

646.4890

0.2835

6.7217

0.9277
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Figure 2: Convergence for case 1.

4.2 Case 2: Minimizing piecewise quadratic
fuel cost functions.

Thermal generators can operate on a wide range
of fuels depending on the requirements of the

2
o, +c, P +b,,F;

F(P,)=1..

2
oy ey P +b,y Fy,

For the kth kind of fuel, the cost coefficients of
generator 7 are indicated by the notation a, bi,
and ci, respectively.

As a direct consequence of this, the goal function
for modeling the features of fuel costs may be
shown as follows:

) 24

Table 3 compares these results to the outcomes
that have been reported in the most recent
research, such as MDE (Sayah & Zehar, 2008),
MPSO-SFLA (Narimani et al., 2013), MSA
(Mohamed et al., 2017), IEP (Ongsakul &

NG

(Z @y + PG + by Pg;

i=1

J2

100

network. Consequently, we may consider the
theoretical analysis of the F' curve for these units
(1 and 2) to be a collection of constraints.

PGTin <Foi < Foin
(23)
P <

max
Gik —1 _PGi SPGi

Tantimaporn, 2006), SSA (Jebaraj & Sakthivel,
2022), SSO (Nguyen, 2019), GABC (Roy &
Jadhav, 2015), FPA (Mohamed et al., 2017),
MICA-TLA (Ghasemi, Ghavidel, Rahmani, et al.,
2014), MFO (Mohamed et al., 2017), and LTLBO
(Ghasemi, Ghavidel, Gitizadeh, et al., 2015). The
fuel that costs the least per hour ($/h), produces
the fewest emissions ($/ton), wastes the least
amount of power (MW), and has the lowest V.D.
(p.u.) is the one that wins. This table demonstrates
that the MCOA approach described here performs
better than the other algorithms that were taken
into consideration. Figure 3 illustrates the
convergence characteristic curve of the two
algorithms that were investigated for this work to
find the optimum solution.
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GWO (Niknam,

Narimani, Aghaei, | 801.41 - 9.30 -

et al., 2011)

FPA (Mohamed et | g1, 79g3 0.35959 9.5406 0.36788
al., 2017)

ARCBBO (Ramesh

Kumar & | 800.5159 0.3663 9.0255 0.8867
Premalatha, 2015)

JAYA (Warid etal,, | g5 470, ; 9.06481 0.1273
2016)

MICA-TLA

(Ghasemi,

Ghavidel, Rahmani, 801.0488 ) 9.1895 )
etal., 2014)

PPSOGSA (Ullah et

al, 2019) 800.528 _ 9.02665 0.91136
DE (Sayah & Zehar,

2008) 802.39 _ 9.466 _
MHBMO (EL-

Fergany & | 801.985 - 9.49 -
Hasanien, 2015)

MFO (Mohamed et | ¢ coq 0.36849 9.1492 0.75768
al., 2017)

TS (Abido, 2002) | 802.29 _ _ -
AGSO (Hazra &

Sinha, 2011) 801.75 0.3703 - -
SFLA-SA (Niknam,

Narimani, Jabbari, | 801.79 - - -
etal., 2011)

SKH (Pulluri et al.,

2018) 800.5141 0.3662 9.0282 _
ABC (Abaci &

Yamacli, 2016) 800.660 0.365141 9.0328 0.9209
AO (Khamees et al.,

2021) 801.83 _ - -
COA 801.7449 0.3739 9.4432 0.5715
MCOA 800.4791 0.3663 9.0212 0.9091
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4.1 Case 1: Minimizing the fuel cost

Several aspects of the objective function were
considered while working on the OPF issue for
this research. The first component of this goal
function of minimizing fuel costs is resources,
which is the same as the conventional cost
function in that it has the same meaning.

NG
= Z(“i + b;Pg; + ¢;P§) (22)
=1

where the coefficients a;, bi, and ¢; (Mohamed et
al., 2017) show the costs associated with the ith
unit.

Table 2 compares testified findings from recent
works such as MSA (Mohamed et al., 2017),
MGBICA (Ghasemi, Ghavidel, Ghanbarian, et
al., 2015), MRFO (Guvenc et al., 2020), MPSO-
SFLA (Narimani et al., 2013), EP (SOOD, 2007),
IEP (Ongsakul & Tantimaporn, 2006), PSOGSA

Table 2: The optimal solutions for case 1.

(Radosavljevi¢ et al., 2015), GWO (Niknam,
Narimani, Aghaei, et al., 2011), FPA (Mohamed
et al.,, 2017), ARCBBO (Ramesh Kumar &
Premalatha, 2015), JAYA (Warid et al., 2016),
MICA-TLA (Ghasemi, Ghavidel, Rahmani, et al.,
2014), PPSOGSA (Ullah et al., 2019), DE (Sayah
& Zehar, 2008), MHBMO (El-Fergany &
Hasanien, 2015), MFO (Mohamed et al., 2017),
TS (Abido, 2002), AGSO (Hazra & Sinha, 2011),
SFLA-SA (Niknam, Narimani, Jabbari, et al.,
2011), SKH (Pulluri et al., 2018), ABC (Abaci &
Yamacli, 2016), and AO (Khamees et al., 2021)
on the OPF of COA and MCOA algorithms.

According to Table 2, the provided algorithm
outperformed the others in attaining the lowest
potential fuel cost. The convergence properties of
the COA and MCOA algorithms are shown in
Figure 2. From this diagram, it is easy to see that
in case 1, the algorithms reach a correct final
solution at the right moment.

Optimizer Fuel cost ($/h)

Emission (t/h)

Power losses

(VW) V.D. (p.u.)

MSA (Mohamed et

al., 2017) 800.5099

0.36645

9.0345 0.90357

MGBICA
(Ghasemi,

Ghavidel,
Ghanbarian, et al.,
2015)

801.1409

0.3296

MRFO (Guvenc et

al., 2020) 800.7680 -

9.1150 -

MPSO-SFLA
(Narimani et al.,
2013)

801.75 -

9.54 -

EP (SOOD, 2007) | 803.57 -

IEP (Ongsakul &

Tantimaporn, 2006) 802.46 )

PSOGSA
(Radosavljevic et
al., 2015)

800.49859 -

9.0339 0.12674
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Table 1:The ideal values for the variables that MCOA found for OPF without using stochastic

renewable energy.

Cases
Var.

1 2 3 4 5 6
PGl (MW) 177.1373 140.0000 198.7757 102.6071 175.5192 122.1789
PG2 48.7211 55.0000 44.7459 55.5533 48.4117 52.5609
PG5 21.3808 24.1481 18.5791 38.1102 21.2771 31.4833
PGS 21.2481 34.9526 10.0000 35.0000 23.1580 35.0000
PGl11 11.9338 19.2642 10.0002 30.0000 12.8093 26.7244
PG13 12.0001 16.7568 12.0000 26.6587 12.0000 21.0401
VGl (p.u.) 1.0836 1.0757 1.0807 1.0698 1.0429 1.0732
VG2 1.0605 1.0581 1.0573 1.0576 1.0225 1.0574
VG5 1.0339 1.0324 1.0296 1.0359 1.0152 1.0325
VG8 1.0382 1.0410 1.0360 1.0438 1.0041 1.0407
VGl11 1.0999 1.0810 1.0969 1.0834 1.0723 1.0401
VGI13 1.0511 1.0561 1.0710 1.0573 0.9902 1.0246
T6-9 1.0782 1.0229 1.0987 1.0744 1.0972 1.0997
T6-10 0.9057 0.9611 0.9002 0.9111 0.9017 0.9509
T4-12 0.9787 0.9917 1.0040 0.9901 0.9399 1.0331
T28-27 0.9729 0.9737 0.9772 0.9750 0.9693 1.0046
QC10 (MVAR) 1.1748 4.9159 5.0000 4.6868 4.5850 3.1626
QCI12 2.3807 3.3019 0.0029 0.1790 0.0289 0.0401
QCl15 4.2578 4.1233 4.9995 4.4675 4.7603 3.8335
QCl17 4.9792 5.0000 4.9941 5.0000 0.2594 4.9998
QC20 4.2860 4.4169 0.0 4.2431 4.9959 4.9997
QC21 4.9980 4.9918 4.9999 5.0000 4.7559 5.0000
QC23 3.3965 3.6741 3.5363 3.2614 4.9780 4.2152
QC24 4.9973 4.9986 5.0000 5.0000 4.9766 5.0000
QC29 2.6408 2.6782 2.7027 2.5507 2.7285 2.6110
Cost ($/h) 800.4791 646.4890 832.2134 859.0154 803.7176 830.2798
Emission (t/h) 0.3663 0.2835 0.4379 0.2289 0.3614 0.2529
Power losses (MW) 9.0212 6.7217 10.7009 4.5263 9.7753 5.5876
V.D. (p.u.) 0.9091 0.9277 0.8323 0.9298 0.0941 0.2971
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method, which reduces the technique's overall
complexity. The migration operator formula may
be represented as a relation when using the

X = X; +rand X (Xpese — X;) — rand X Xyyorse — Xi)

Here, rand represents the random values are
numbers between 0 and 1.

3.3. Time Complexity

It is worthwhile to remember that MCOA's
computational complexity is determined by three
processes: initialization, fitness evaluation, and
updating of the algorithm population.
Consequently, the computational complexity of
the initialization process is O(Npop). As a result,
the computational complexity of the updating
mechanism is O(ltermax + Npop)+O(ltermax +
Npop + D), in which the aim is to find the most
optimal location and update the location vector of
all populations. The maximum number of
iterations itermax is determined by the dimension
of the problem, and D is the maximum number of
iterations. MCOA, like the original COA

modified cuckoo optimization approach, which is
as follows:

21

algorithm, has a computational complexity of
O(Npop*(Itermax + Itermax XD + 1)).

4. MCOA for Solving the Various OPF
Problems in the IEEE standard 30-bus system
In this section, the proposed MCOA algorithm is
implemented in MATLAB 2014a. And for load
distribution analysis, MATPOWER (Zimmerman
et al., n.d.) software is used. All cases are
executed on the IEEE standard 30-bus system
(Mohamed et al., 2017), which is used in many
articles, as shown in Figure 1. For all investigated
cases, a population of 60 and a number of
repetitions of 400 were used in both COA and
MCOA algorithms. In order to make the proposed
MCOA method effective and compare it with
COA, eight OPF scenarios have been considered
and simulated.

Figure 1: The layout of the IEEE 30-bus network.

In the supplemental material, Table 1 summarizes
MCOA's conclusive findings for the 30-bus
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power system under six different OPF scenarios
that do not use stochastic renewable energy.
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work with. In the wild, a cuckoo will lay
anywhere from 5 to 20 eggs in one location.
Throughout several iterations, these values are
utilized to determine the top and lower boundaries
of the egg allotment given to each cuckoo.

Number of current cuckoos eggs

ELR =0

The maximum laying range, also known as ELR,
is a function of several factors, including the total
number of eggs, the present number of cuckoo
eggs, and the upper and lower bounds of the issue
variables. In light of this, the ELR may be
understood to refer to the following relationship:

(19)

o The setting factor of the maximum radius is
ELR.

Cuckoos have been seen to nest in the ELR of the
host bird.

Then, after each round of egg-laying, the p% of
eggs (often 10%) with the lowest objective
function value or profit is destroyed.

Cuckoo habitats

K-means classification puts the cuckoos into
groups, and k-values between 3 and 5 are
generally enough. We can determine where a
given community would be best served by
averaging everyone's aims. Then the group whose
average value of the goal function or profit is
most significant is chosen as the target, and the
other groups begin to move in that direction. Each
cuckoo in this migration takes a detour ¢ from the
best possible route, covering just 6% of the total
distance between the origin and destination.

The cuckoo can better investigate its
surroundings with these two variables. An angle
@ between -n/6 and 7/6, and J a random value
between 0 and 1, respectively. When all the
cuckoos have arrived at their destination, and
their new homes have been identified, they will
each have a clutch of eggs. Each cuckoo is
assigned an ELR based on its egg production, and
laying starts afterward. The cuckoo optimization
method uses a migration operator defined by the
following formula:

Xinew =X +FX (Xbest - Xi) (20)

The parameter determines the level of divergence,
denoted by F, and Xbest indicates the best
solution the algorithm has produced to this point.

To keep the population from fluctuating too
much, a maximum number of cuckoos, or
algorithms, known as Nmax, has been established.
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X
Total number of eggs (Xmin,,4,)

If the cuckoo population surpasses this barrier,
any birds found to be residing in areas where they
are not welcome will be eradicated.

Convergent optimization with the use of COA
This method repeats itself until all cuckoo
populations have the highest possible degree of
egg likeness to their host birds and are situated
such that they are close to the greatest number of
food sources. This position will optimize
revenues, or the function sought while lowering
the number of eggs harmed.

3.2 The proposed method

The Cuckoo search algorithm has been updated to
make local searches more effective in terms of
their efficiency. In practice, the solutions in the
COA move very quickly toward Xbest and a
position equal to what they obtain with Xpey. In
other words, they become trapped in the optimal
local solution, and the COA loses its ability to
optimize, as shown by equation (20) and the
simulations performed in this article. In addition,
the COA loses its optimization power. Because of
this, it is necessary to improve the algorithm's
capability to do local searches. Because of this,
we have suggested the usage of a new operator in
the fundamental movement equation of the
cuckoo optimization strategy. This operator is
written as —rand*(Xyors:— Xi). Whenever members
of the population move very quickly to the Xpes
value and the value of (Xpesr — Xi) tends to zero,
the new operator —rand*(Xwors: — X;) tends to zero
much more slowly due to the utilization of Xy
This is the case regardless of whether the value of
(Xpest: — Xi) tends to zero. Therefore, members
keep up their efforts to search and migrate around
the country in the expectation that the outcomes
of our simulation will illustrate the efficacy of the
new search vector in the proper context. The F
parameter of the modified COA (MCOA) is
removed in favor of a random integer in this
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Timin < Ti < Timax (1 1)

Q™ < Qci = Q™ (12)
where T/"**and T/™™are the maximum and
lowest taps of transformers for i = 1,..., NT that
may be used to change the tap of the ith
transformer. The range of VAR of the
compensating compensators for i = 1,...,NC is
denoted by Q™™and Q.
Finally, the following are some of the limitations
of network security:

e  The bus bar voltage constraints

As stated in (13), the voltage of system bus bars
must be selected between the upper V™" and
lower V/7%* limitations.

NTL

NG
J:ZE‘ (Fei) +4
il

i=1

lim

where x*" is a variable that is specified in the
following equation as an auxiliary variable, where

X X <x < xXx
xlim: xmax, x > xmax
xmin’ x < xmin

3 The Proposed Optimizer
3.1 COA overview
The key phases of the cuckoo bird optimization
technique may be broken down (Rajabioun,
2011):

Stage 1: We'll randomly specify where the
cuckoos are staying.

Stage 2: Distribute eggs among the cuckoos.

Stage 3: Calculate how far apart each cuckoo
nest is.

Stage 4: The egg-laying by the cuckoo in the
host bird's nest.

Stage 5: If host birds find eggs, they will be
destroyed.

Stage 6: An incubator is used to grow eggs
that have yet to be recognized.

Stage 7: Evaluate the cuckoos' new home.

Stage 8: After the maximum number of
cuckoos for a specific area has been established,
any cuckoos found in the wrong locations will be
removed.

Stage 9: Cuckoos are sorted into groups using
the k-means algorithm. The optimal cuckoo cluster
is selected as the destination.

Z(Sh -§
i=1

NG ) )
+j’QZ(QGi _Q(I;;n)z +ﬂ'P(PGl _PGhlm )2

94

lim\2
i)

Vi <y SV i =1,2,..,NPQ  (13)
e Power in transmission lines
The power in the network lines for i =
1,2,..., NTL should fulfill the relation (14):
Si < Spre (14)
S;; and S/7'** signify the apparent power through
ith transmission line and its higher range.

2.5 Control constraints

In order to consider the violation of the
constraints of a penalty function, it is considered
as follows (Ghasemi, Ghavidel, Gitizadeh, et al.,
2015):

NPQ

+ j‘V z (Vu _VLl;m)z
i=l

(15)

As, Ay, Ag, and Ap are the punishment factors
(Ghasemi, Ghavidel, Gitizadeh, et al., 2015):

(16)

Stage 10: Transport the newly established
cuckoo population to the designated area.

Stage 11: Verify the stop condition; if it has
not been set, go to Step 2.

Production of cuckoo nesting areas (initial
population solutions)

The habitat in this approach is an array whose
elements are the values of the problem variables.
The following is an example definition of a
habitat for a D-dimensional optimization
problem:

HabitatorX; = [xq,%3,...,%p]

(17

The degree of suitability (or amount of profit) in
the current habitat is obtained by evaluating the
profit function f'in the habitat:

f(HabitatorX;) = f([x4,x3,...,xp]) (18)

It is sufficient to increase the cost function by a
negative sign to use COA when finding solutions
to minimization situations. Each of these
environments is given a certain number of eggs to
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following expression is used to create a typical
OPF problem (Ghasemi, Ghavidel, Gitizadeh, et
al., 2015):

MinF (u, x) (1)
h(u,x) < 0 2
gu,x) =0 3)

Within these associations, ¥ and x represent,

respectively, the independent and the control

variables.

In addition, the objective function consists of a

collection of equality requirements and a set of

inequality constraints that pertain to the issue.
4.T,,..

2.1 Control variables
The following are examples of control variables
that are involved in OPF issue relationships
(Ghasemi, Ghavidel, Gitizadeh, et al., 2015):

1. Pg,, ..., Pg,, The active power generated in
the PV bus, except for the slack bus

2. Vg, Vg, Voltage range in PV buses

3 . Q¢+ Qcy, Compensation of parallel
reactive amperes

., Tyt Adjustment of tap transformers

According to the control variables, u is included:

T —
u” =[Qc - Qcyer Voyr -+ Vangr Poyr -+ Pongr Tir -+ T

Where NG, NC and NT show the number of
generators, reactive power compensators and tap-
changer transformers.

2.2 State variables

The set of state variables in OPF problem
relationships include the following (Ghasemi,
Ghavidel, Gitizadeh, et al., 2015):

T —
x =[S Styrr Qs+ » Qs Viwr -+ Vi P |

(4)

1. P, :Active production power in slack bass

2. Vi Vi, 0 Voltage range in load buses

3. Qg+ Qgy, Output reactive power of
production units

4.5,,...,51,,, Power loading in the lines

So, x is included:

©)

where the numbers represent the bus bars, network lines, and total lines (NPQ, NTL, and NG).

2.3 Equality constraints

The problem's insistence on equality places
restrictions on how we may approach it, as
discussed in this section. The technical status of
the power network, as defined by OPF relations,
is described by the parity constraints, also known
as physical constraints, in OPF. This may convey
these restrictions through the majority of the
following links (Ghasemi, Ghavidel, Gitizadeh, et
al., 2015):

NB (6)
Pgi — Ppi = V; Z Vi[B;j sin (6; — &)
=1
+ GU COoS (61 - (S]) ]
=0
(7

NB
Qsi — Qi — Vi Z ]/j[Gij sin(§; — ;)
j=1

— BU COS((SL' - 6])]

0

Let's break this issue down into its component
components to make things clearer:

"i" and "j" are bus number indices; "Vi" and "Vj"
are voltage magnitudes; "PGi" and "QGi" are real
and reactive power outputs from the generator;
and "QDi" and "PDi" are real and reactive power
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"en
1

demands from the load. Let's begin with "i" and
"j" as these are the array indices. The following
table details the susceptance Bij and conductance
Gij of the branch connecting bus i and bus j, as
well as the phase angle (§; — §;) between the
voltages of the buses and the total number of

buses in the system.

2.4 Inequality constraints

The following are some technical limitations put
on generators for =1, 2, ..., NG (Ghasemi,
Ghavidel, Gitizadeh, et al., 2015):

VEm < Vo SVE™ (8)
PG™ < Pg < PG ©)
Q™ < Qqi < Q™ (10)

In this equation, V/*™ and V7%* represent the
minimum and maximum magnitudes of voltage
for the ith unit, P7*"and P**represent the
minimum and maximum values of real power for
the ith unit, and QM*and QU™ represent the
maximum and minimum allowable values of
reactive generation for the ith generator.
Furthermore, the following connections
illuminate  the technical limitations of
transformers and parallel VAR compensators:
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distance between the elite and their 4-th closest
neighbours. This keeps the population of the
external archive accurate. Thirdly, the native
search approach is included in the algorithmic
program that makes up the strong Pareto organic
process. The two-point estimation methodology
(TPEM) (Saha et al., 2019), the social spider
improvement algorithms (SSO) (Nguyen, 2019),
and sine-cosine algorithm (SCA) (Attia et al.,
2018; Dasgupta et al.,, 2020). The cuckoo
optimization algorithm (COA) (Rajabioun, 2011)
is a powerful and frequently used evolutionary
optimization technique. It was invented by Ramin
Rajabion in 2011 and is named after its namesake.
This idea, which was first inspired by the cuckoo's
habit of laying eggs and subsequently evolved to
encompass the practice of stealing eggs from
one's neighbours, has found application in a
variety of industries like increasing lagrangian
relaxation unit commitment (Zeynal et al., 2014),
optimum coordination of directed overcurrent
relays in microgrids (Dehghanpour et al., 2016),
and electrical power system forecasting (Xiao et
al., 2017), extreme learning machine for
categorization of medical data (Mohapatra et al.,
2015), etc.

It has been shown, however, that when used in
complicated nonlinear circumstances, the
technique risks being trapped in a local solution
and losing the ability to optimize the solution
(Dalali & Kazemi Karegar, 2016). The literature
review shows that an efficient version of the COA
has yet to be proposed for optimizing the various
kinds of OPF problems. Also, some other
optimization algorithms reviewed require
improvements in robustness, finding better
solutions, avoiding local optimal solutions, and
improving convergence properties. Thus, this
paper employs a new migration operator to
balance the exploration-exploitation process
strategically and improve the quality of optimal
solutions through COA. The analysis of eight
cases with different objectives on the IEEE 30-
bus and IEEE 118-bus networks illustrated the
cost-emission-effective scheduling of thermal
power plants using renewable energies.
Moreover, the simulation results demonstrate the
MCOA's effectiveness and validity compared
with other recently published algorithms for
solving OPF problems. This study employs one of
the effective strategies that has been applied in the
past to maximize various load dispatch challenges
in the two solar-and-wind-powered combined
power systems.

Here are the main contributions of this paper:
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1) Introducing a novel, efficient, and robust
version  of  conventional  cuckoo
optimization algorithms, namely modified
cuckoo optimization algorithms (MCOA),
for optimizing optimal power flow (OPF)
problems involving conventional thermal
power plants and renewable energy
sources, including solar photovoltaics and
wind power distributed generation systems.
To address the uncertainties of renewable
generations, in this work, the Weibull
probability density function models the
wind distribution, whereas the lognormal
probability density function models the
solar irradiation.

As part of the OPF problem, fuel costs,
emissions, power losses, and voltage
deviations are considered. These functions
are constrained by economic, technical, and
safety factors. Aside from the production
cost of thermal power units, this study also
considered reserve, direct, and penalty
costs.

The amount of carbon tax is linked to the
goal function to examine the potential
effects of renewable energies on the
optimal scheduling of thermal power plants
in a cost-emission-effective manner.
Comparing the proposed MCOA and other
recently published algorithms on the IEEE
30-bus and IEEE 118-bus networks to
illustrate their effectiveness and validity.
This research continues in the following four
sections: section 2, in which we discuss the
formulation of OPF issues; section 3, in which we
explain the concepts and structure of COA; and
sections 4 and 5, in which we offer the proposed
MCOA algorithm to solve OPF in the IEEE 30-
bus and IEEE 118-bus networks, respectively.
We will display and debate the simulation's
results in the fourth part. In the concluding part,
labelled "Conclusions," 6 will summarize the
study's findings.

2)

3)

4)

5)

2 . OPF Problem Formulation

Solving the OPF problem involves determining
and controlling a set of control variables to
optimize the objectives in the operation of an
electric network (while balancing all practical
constraints). A primary goal is to minimize
production costs while satisfying -electrical
demands.

A multiobjective OPF with different constraints is
presented in this study as an alternative to other
algorithms studied in the recent literature. The
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1. Introduction

In today's engineering world, there is no standard
and comprehensive way to address the
problematic optimization issues of many sectors.
Hence, hundreds of alternative strategies have
been created recently, frequently proving their
efficacy in handling specific optimization issues.
One of the complicated challenges in engineering
is optimal power flow (OPF), which is of
significant significance in designing power
systems (Ghasemi, Ghavidel, Gitizadeh, et al.,
2015). The basic topic of OPF has been garnering
the attention of researchers in the area of electrical
engineering for more than 50 years. The first
simplified issue is the OPF problem for vast
networks (Ghasemi, Ghavidel, Gitizadeh, et al.,
2015). In the past, researchers employed solution
strategies based on mathematical methods such as
nonlinear programming (NLP) (Alsac & Stott,
1974) to address these difficulties. Heuristic
solutions were employed to address the OPF issue
in the following. The difficulty of the actual OPF
issue (owing to its nonlinear, non-convex and
non-derivative  character) has  motivated
academics to develop novel optimization
approaches to address the problem in recent
years.

Researchers have suggested the teaching-
learning-based improvement (TLBO) algorithmic
program increased with Lévy mutation (LTLBO)
(Ghasemi, Ghavidel, Gitizadeh, et al., 2015), a
modified lepidopteron swarm algorithm (MMSA)
(Elattar, 2019) to account for indirect, overstated,
and underestimated expenses connected with
renewable energy systems. This endeavour aims
to reduce the financial strain placed on
businesses.  Multiobjective  accommodative
guided differential evolution (DE) (Duman et al.,
2021), a more effective method for multiobjective
optimization of manta hunting (IMOMRFO) is
presented in (Kahraman et al, 2022).
Multiobjective mayfly algorithm (MOMA)
(Kyomugisha et al., 2022), a particle swarm
optimization (PSO) (Hazra & Sinha, 2011), Jaya
algorithm (Warid et al., 2016), chaotic invasive
weed optimization algorithms (CIWO) (Ghasemi,
Ghavidel, Akbari, et al., 2014), and an algorithm
for identifying new bacteria (MBFA) (Panda et
al., 2017). At the level (Shi et al., 2011), a newly
developed hybrid algorithmic program for the
protection of OPF required the utilization of wind
and heat generators. An new improved adaptive
DE (Li et al., 2020), adaptive cluster search
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optimization (AGSO) (Daryani et al., 2016), ant
lion algorithm (Maheshwari et al., 2021), the
multiobjective First State algorithmic program
(Elattar & ElSayed, 2019), the enhanced colliding
bodies improvement (ICBO) (Bouchekara et al.,
2016), BAT search algorithmic program
(Venkateswara Rao & Nagesh Kumar, 2015), and
the salp swarm algorithmic program (SSA)
(Kamel et al., 2021). Improved artificial bee
colonies (IABCs) (Khorsandi et al., 2013),
multiobjective dynamic OPFs (Ma et al., 2019),
the Harris hawks improvement (HHO) technique
(Islam et al., 2020), a hybrid of phasor PSO
(PPSO), and attraction search (PPSO-GSA)
(Ullah et al., 2019) are also examples of recent
developments in this field.

A novel hybrid firefly-bat algorithmic program
with a constraints-priority object-fuzzy sorting
approach has been developed and named gray
wolf improvement (GWO) (Khan et al., 2020).
This program is based on the firefly, and the bat
(HFBA-COFS) (Chenetal., 2019), a hybrid PSO-
GWO (Riaz et al., 2021) algorithmic program is
created by combining the particle swarm
optimization (PSO) method with the gray wolf
optimization (GWQO) algorithm. An anticipated
security value dynamic OPF (ESCDOPF) with a
hybrid system that makes use of both star
resources and flexible resources (Kumari &
Vaisakh, 2022), a bird swarm algorithmic
program (BSA) (Ahmad et al., 2021), a chaotic
Pan troglodytes optimizer (CBO) (Hassan et al.,
n.d.). Tunicate swarm algorithm (TSA) (El-
Sehiemy, 2022), a modified flow of a water-based
optimizer (TFWO) (Sarhan et al., 2022), and an
improved hybrid PSO and GSA (PSOGSA)
integrated with chaotic maps (CPSOGSA) for
OPF with random alternative energy and FACTS
devices (Duman, Li, et al., 2020). A new cross
entropy-cuckoo search algorithm (CE-CSA)
(Sarda et al., 2021), and a hybrid PSO and shuffle
frog leap algorithmic program (SFLA) (Narimani
etal., 2013).

Program with an improved algorithm for
maximizing Pareto efficiency outlined in (Yuan
etal., 2017) is three significant enhancements that
have been made to the preliminary version of the
algorithmic software for the Pareto organic
process. To get things started, the population size
of the external archive is just the number of
persons who have a subordinate position in the
choice operator of the surrounding environment.
Second, the population of the external archive is
maintained up to date by using the geometer
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where age (Ren, Rao, Xie, Li, Wang, Cui, et al.,
2020; Sakr, Elshawi, Ahmed, Qureshi, Brawner,
Keteyian, et al.,, 2018; Kanegae et al., 2018),
diabetes (Kshirsagar, Chiu, Bomback, August,
Viera, Colindres, et al., 2010; Farran, Channanath,
Behbehani, & Thanaraj, 2013; Sakr et al., 2018),
cholesterol level (Tayefi, Esmaeili, Karimian,
Zadeh, Ebrahimi, Safarian, et al., 2017; (Wu,
Pang, & Kwong, 2014,& Wu, Kwong, & Pang,
2015) and BMI (Kshirsagar et al., 2010; Ren et al.,
2020; Akdag, Fenkci, Degirmencioglu, Rota,
Sermez, & Camdeviren, 2006). were identified as
predictors of hypertension in various hypertension
risk assessment models.

According to the findings of this study, general
health was found to be a predictor of hypertension
for the first time. This study showed that subjects
who reported poor general health had a higher
likelihood of developing hypertension. This study
aimed to use non-invasive data to develop machine
learning (ML) models to predict hypertension,
utilizing the effectiveness and cost-effectiveness of
mobile phones and digital technologies, which
have been demonstrated in previous studies (Islam
& Maddison, 2021; Islam, Peiffer, Chow,
Maddison, Lechner, Holle, et al., 2020; Islam,
Farmer, Bobrow, Maddison, Whittaker, Dale, ct
al., 2019; Islam & Tabassum, 2015; Krittanawong,
Zhang, Wang, Aydar, & Kitai, 2017).

The results of this study should be interpreted with
caution, taking into consideration several
limitations. Firstly, only a limited number of
variables were included in the models, and data on
other risk factors such as family history, race,
alcohol consumption, waist-hip ratio, physical
activity levels, dietary intake, and biochemical
parameters were unavailable, which might have
affected the measurement precision. Secondly, the
risk factors may have changed since some of the
study data was from the 2016 survey. Thirdly, ML
models have a weakness in claiming causation.
Finally, the models were not externally validated
using other data sources, so their results should be
interpreted with caution.

Despite these limitations, the primary strength of
this study is the use of large-scale nationally
representative survey data using ML approaches to
predict hypertension.
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The findings of this study indicate that machine
learning models can  effectively predict
hypertension using simple information such as age
and diabetes, which were found to be among the
most significant risk factors in our study
population (Ye, Fu, Hao, Zhang, Wang, Jin, et al.,
2018; Weng, Reps, Kai, Garibaldi, & Qureshi,
2017). However, future research is necessary to
incorporate additional risk factors and biomarkers
related to hypertension. These models could be
made accessible online or through mobile phone
applications, allowing individuals to check their
hypertension risk at home by answering basic
questions such as age, BMI, and sex. A two-step
approach can also be implemented in clinical
practice, where the ML model first identifies
individuals at risk of hypertension and then a
physician confirms the diagnosis and provides
appropriate treatment (Ye et al., 2018).

Conclusion
This study highlights the superiority of ML models

compared to traditional statistical techniques when
it comes to dealing with complex relationships

between variables that cannot be fully
comprehended using standard statistics. This has
significant  implications  for  hypertension

prevention, as these ML models can be applied to
population-level data for hypertension screening.
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Figure 1: Mutual information scores of the selected variables.

In this study, predictive models for hypertension
were built using various machine learning models
instead of conventional methods. This study
reports that Gradient Boosting Classifier,
XGBoost, Adaboost, and MLP performed best
with a ROC-AUC of 0.81 and accuracy of 0.74 on
the test dataset followed by logistic regression.
Among these, Gradient Boosting Classifier and
XGBoost had slightly higher recall, while MLP
had the highest precision followed by Adaboost.
Both precision and recall are important when
predicting hypertension, as they provide different
but complementary measures of accuracy.
Precision measures how many of the predicted
labels are correct, while recall measures how many
of the actual labels are correctly identified. In other
words, precision measures how many true
positives were identified, while recall measures
how many false negatives were identified. Both
measures are important when predicting
hypertension, as accuracy is key when diagnosing
and treating the condition. Therefore, building an

85

ensemble model using these four models may
deliver better accuracy.

Several studies have used mathematical techniques
and machine learning models to predict risk in
healthcare, including decision trees, statistical
algorithms, and neural networks (Islam, Ahmed,
Uddin, Siddiqui, Malekahmadi, Al Mamun, &
Nahavandi, 2021). One study found that neural
networks were the best predictor of hypertension,
but its results were limited by missing data on
obesity (Ture, Kurt, Kurum, & Ozdamar, 2005).
Another study wused decision trees, logistic
regression, and Naive Bayes classifiers to predict
hypertension using variables such as obesity,
biomarkers, and spirometry indices, but was
limited by a lack of data on other factors such as
wealth index, education levels, smoking, alcohol
use, and physical activity (Heo & Ryu, 2018).

The selected features in this study, including age,
diabetes, high cholesterol, and general health, were
found to have the strongest relationship with
hypertension. This aligns with previous research,
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The KNN model has a slightly higher test ROC-
AUC and accuracy compared to the DT model, but
still lower than the top models.

Overall, the top four models, Gradient Boosting
Classifier, XGBBoost, Adaboost and, MLP are the

Table 2: Models metrics.

best performance models in this case, with almost
similar performance in terms of test ROC-AUC,
accuracy, F1 Score, precision, and recall.

Model Train ROC- Test ROC- Accurac F1 Precisio | Recal
AUC AUC y Score n 1
Gradient  Boosting | 0.82 0.81 0.74 0.78 0.74 0.83
Classifier
XGBBoost 0.82 0.81 0.74 0.78 0.74 0.83
Adaboost 0.81 0.81 0.74 0.78 0.75 0.81
MLP 0.81 0.81 0.74 0.77 0.76 0.79
Logistic Regression 0.80 0.80 0.73 0.77 0.74 0.81
Random Forest 1.00 0.78 0.73 0.77 0.74 0.81
XGBRFBoost 0.79 0.78 0.72 0.76 0.74 0.79
KNN 0.87 0.74 0.70 0.74 0.72 0.76
Decision Tree 1.00 0.64 0.64 0.67 0.69 0.66
mean 0.85 0.77 0.72 0.76 0.73 0.79
SD 0.08 0.05 0.03 0.03 0.02 0.05
Ensemble 0.96 0.80 0.74 0.77 0.76 0.79

To improve the accuracy of predictions in a model,
it is important to identify the most important
features. This can be done by analyzing the mutual
information scores between various features and
the dependent variable, hypertension, figure 1. A
high mutual information score indicates a strong
relationship between the feature and hypertension,
while a low score indicates a weak relationship.

Diabetes binary and Age have a high mutual
information score of 0.09 and 0.07, respectively,
signifying a strong relationship with hypertension.
GenHIth and HighChol have a moderate
relationship with hypertension. BMI has a lower
relationship with hypertension compared to
HighChol.  DiffWalk, HeartDiseaseorAttack,
Income, PhysHIth, Education, CholCheck, Stroke,
PhysActivity, Veggies, AnyHealthcare, Smoker,
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Fruits, MentHIth, Sex have low scores, indicating
a very weak relationship with hypertension.
NoDocbcCost and HvyAlcoholConsump have a
score of 0, indicating no relationship.

When deciding which features to include in a
model, the mutual information scores should be
taken into consideration. Typically, features with
low scores are dropped as they do not provide
significant information to the model. Thereore,

droping BMI HighChol. DiffWalk,
HeartDiseaseorAttack, Income, PhysHIth,
Education, CholCheck, Stroke, PhysActivity,
Veggies, AnyHealthcare, = Smoker, Fruits,

MentHIth, Sex will improve the perfomacne of the
prediction models.
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3. RESULTS AND DISCUSSION

The data analyzed in this study involves the
examination of health-related variables of
individuals, with all variables being categorical,
table 1. There are 22 features, including
Diabetes_binary, which indicates whether an
individual has diabetes, with 0 being no diabetes,
and 1 diabetes. The most common value is 0,
appearing in 50% of the data. HighBP represents
whether an individual has high blood pressure,
with the most common value being 1 (indicating
high blood pressure) appearing in 56% of the data.
HighChol indicates high cholesterol levels, with
53% of individuals having high cholesterol.
CholCheck represents whether an individual has
had a cholesterol check in the past 5 years, with
98% of individuals having had a check. Smoker
indicates whether an individual has smoked at least
100 cigarettes in their lifetime, with 52% of
individuals reporting no. Stroke and Heart Disease
or Attack represent if an individual has had a stroke
or coronary heart disease, respectively, with 94%
and 85% reporting no. PhysActivity and Fruits
represent physical activity and daily fruit
consumption, respectively, with 70% and 61% of
individuals reporting positive. Veggies indicates
daily vegetable consumption, with 79% of
individuals reporting positive.
HvyAlcoholConsump represents heavy alcohol
consumption, with 96% of individuals reporting
no. Other features include AnyHealthcare (95%
have healthcare coverage), NoDocbcCost (91%
have not been unable to see a doctor due to cost),
GenHlth (33% rate their health as good), MentHIth
(68% report no days of poor mental health),
PhysHIth (56% report no days of physical illness),
DifftWalk (75% have no difficulty walking) and
Sex (54% female). The age distribution shows that
the top group comprises 60-64 years old,
accounting for 15% of the study population. The
average BMI of the sample group is 29.86,
signaling that the majority are classified as
overweight. The distribution of the BMIs is well
spread with a standard deviation of 7.11.

To evaluate the performance of the models used to
predict hypertension, a variety of metrics were
employed, including ROC-AUC, accuracy, F1
Score, precision, and recall. Table 2 shows the
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evaluation of all models used in this study. The
given statistics in the table show the performance
of the individual and ensemble models. For the
individual models, the mean values + standard
deviation of Train ROC-AUC, Test ROC-AUC,
Accuracy, F1 Score, Precision, and Recall are 0.85
+0.08, 0.77 +£ 0.05, 0.72 + 0.03, 0.76 + 0.03, 0.73
+0.02, and 0.79 + 0.05, respectively. These results
indicate that the models have a good average
performance, with Train ROC-AUC having the
highest mean and accuracy having the lowest
mean, but with relatively small standard
deviations.

The Gradient Boosting Classifier, XGBBoost,
Adaboost and MLP have the highest test ROC-
AUC with a value of 0.81, followed by logistic
with a value of 0.80. The accuracy of all four
models is also the same with a value of 0.74
followed by logistic with a value of 0.73. The
Gradient Boosting Classifier, XGBBoost,
Adaboost have the highest F1 Score followed by
MLP and logistic. Logistic have the highest
precision followed by adaboost then both Gradient
Boosting  Classifier, XGBBoost.  Gradient
Boosting Classifier, XGBBoost have the highest
recall followed by adaboost and logistic then MLP.
XGBRFBoost model has slightly lower test ROC-
AUC, accuracy, F1 Score and precision values
compared to the top five models, but, similar recall
as MLP.

The high difference between the Train ROC-AUC
and Test ROC-AUC values for the RF and DT
models suggests that these models are overfitting
to the training data and not performing well on the
test data. This means that these models are not
generalizing well to new unseen data and therefore,
they are not the best models for this task. This is a
common issue with decision tree-based models, as
they tend to memorize the training data and
perform poorly on new unseen data. The Ensemble
model which has high Train ROC-AUC value but
it also has a large difference between the Train
ROC-AUC and Test ROC-AUC values and low-
test accuracy, F1 Score, Precision, and Recall
values, indicating that it also suffers from the same
overfitting issue. The DT model has the lowest test
ROC-AUC and accuracy, with a value of 0.64, and
it also has the lowest F1 Score, precision, and recall
values.
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Table 1: Variables descriptions.

Variable

Definition

Diabetes_binary

0 (No Diabetes), 1 (Diabetes)

HighBP 0 (No High Blood Pressure), 1 (High Blood Pressure)

HighChol 0 (No High Cholesterol), 1 (High Cholesterol)

CholCheck 0 (No Check), 1 (Cholesterol Check Done)

BMI 1: Underweight (BMI < 18.5 Kg/m?), 2: Normal weight (BMI 18.5-24.9 Kg/m?),
3: Overweight (BMI 25 - 29.9 Kg/m?), 4: Obese (BMI > 30 Kg/m?)

Smoker 0 (No), 1 (Yes)

Stroke 0 (No), 1 (Yes)

HeartDiseaseorAttack | 0 (No), 1 (Yes)

PhysActivity 0 (No), 1 (Yes)

Fruits 0 (No), 1 (Yes)

Veggies 0 (No), 1 (Yes)

HvyAlcoholConsump | 0 (No), 1 (Yes)

AnyHealthcare 0 (No), 1 (Yes)

NoDocbcCost 0 (No), 1 (Yes)

GenHlth Response to: you say that in general your health is: 1 (Excellent), 2 (Very Good),
3 (Good), 4 (Fair), 5 (Poor)

MentHIth 0 to 30 (number of days in the past 30 days that an individual reported poor
mental health)

PhysHIth 0 to 30 (number of days in the past 30 days that an individual reported physical
illness or injury)

DiffWalk 0 (No Difficulty), 1 (Serious Difficulty)

Sex 0 (Female), 1 (Male)

Age 13-level category (1: 18-24 y, 2: 25-29 y, 3: 30-34 y, 4: 35-39 y, 5: 40-44 y, 6:
45-49y,7: 50-54 y, 8: 55-59 y, 9: 60-64 y, 10: 65-69 y, 11: 70-74 y, 12: 75-79
y, 13: 80 y and above)

Education 6-level category (1-Never attended school or only attended kindergarten, 2,
Grades 1 through 8 (Elementary), 3- Grades 9 through 11 (Some high school),
4- Grade 12 or GED (High school graduate), 5- College 1 year to 3 years (Some
college or technical school), 6- College 4 years or more (College graduate)

Income 1: <$10 K, 2: $10-$15 K, 3: $15-$20 K, 4: $20-$25 K, 5: $25-$35 K, 6: $35—

$50K, 7: $50-$75 K, 8: >$75 K
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1. INTRODUCTION

Hypertension is a critical public health challenge
that affects a diverse range of demographic groups
globally and is the leading risk factor for
preventable  cardiovascular  morbidity and
mortality (Bromfield & Muntner, 2013). Despite
efforts to improve hypertension detection,
treatment, and control, there has been little focus
on primary prevention (Meinert & Thomopoulos,
2023).

Identifying individuals at an elevated risk of
developing hypertension and target them for early
prevention and treatment, health and -clinical
research initiatives aim to screen and predict
hypertension risk. A prediction model can screen
for high-risk individuals by estimating their
probability of developing hypertension within a
certain time frame (Chowdhury & Turin, 2020).
While machine learning algorithms have proven
successful in various fields, most hypertension
prediction models still rely on conventional
regression-based models (Chen, Wang, Liu, Yuan,
Zhang, Li, et al., 2016; Framingham & Study,
2017; Kadomatsu, Tsukamoto, Sasakabe, Kawai,
Naito, Kubo, et al., 2019; Kanegae, Oikawa,
Suzuki, Okawara, & Kario, 2018; Lim, Son, Lee,
Park, & Cho, 2013; Otsuka, Kachi, Takada, Kato,
Kodani, Ibuki, et al., 2015; Paynter, Cook, Everett,
Sesso, Buring, & Ridker, 2009; Pearson, LaCroix,
Mead, & Liang, 1990; Wang, Liu, Sun, Yin, Li,
Ren, et al., 2021; Zhang, 2015).

Hence, the purpose of this research is to construct
a straightforward and feasible hypertension risk
prediction model and validate it internally trying
different machine learning models either as
standalone models or in an ensemble fashion.

2. METHODS
Data source

This study conducted a cross-sectional analysis
utilizing secondary data from the 2015 Behavioral
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Risk Factor Surveillance System (BRFSS) of the
USA Centers for Disease Control and Prevention
(CDC). The BRFSS is an open-access online
database freely available to the public under the
CCO 1.0 Universal (CCO 1.0) Public Domain
Dedication license. The original data set consisted
of 330 features and a total of 441,456 records.

Data analysis

The preprocessing of data for this study involved
several  steps including data  cleaning,
normalization, feature selection, and engineering.
Data cleaning involved removing outliers and
missing values, while data normalization scaled the
data to a specific range. Feature selection involved
selecting the most relevant features, and feature
engineering combined existing features or created
new ones. The final result was 70692 samples
selected with 22 features, table 1. Out of the total
records, 39,832 subjects were diagnosed with
hypertension.

Multiple supervised machine learning algorithms
have been evaluated for their ability to predict
hypertension by using models either alone or in a
combined manner. The models used for this
purpose include Gradient Boosting Classifier,
XGBoost, Adaboost, MLP, Logistic Regression,
Random Forest (RF), XGBRFBoost, KNN, and
Decision Trees(DT). These models were
constructed using Google Colab and the Python
programming language, with the aid of libraries
such as numpy, pandas, matplotlib, seaborn, and
sklearn. The code imports a dataset, performs data
analysis and preprocessing, and separates the data
into X and Y variables for machine learning model
training and testing. The code evaluates various
machine learning models metrics like ROC-AUC,
accuracy, Fl score, precision, and recall.
Additionally, the code uses an ensemble approach
to combine the predictions of several models for a
final prediction and calculates the ROC-AUC
score. The code also determines the Mutual
Information scores for the dataset's features.
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Abstract: Background: Most current hypertension prediction models rely on conventional regression-based
models, but this research aims to validate a straightforward and feasible model using various machine learning
models such as Gradient Boosting Classifier, eXtreme Gradient Boosted (XGBoost), Adaptive Boosting
(Adaboost), Multi-layer perceptron (MLP), Logistic Regression, Random Forest, eXtreme Gradient Boosted
Random Forest (XGBRFBoost), K-Nearest Neighbors (KNN), and Decision Trees. Method: This study used data
from the USA Centers for Disease Control and Prevention to predict hypertension using multiple machine learning
algorithms. The preprocessed data set consists of 22 features and 70692 samples. Each individual and ensemble
models were evaluated using ROC-AUC, accuracy, F1 score, precision, and recall. Results: The results show that
the top 4 models that have high performance in terms of ROC-AUC, accuracy, F1 Score, precision, and recall are
Gradient Boosting Classifier (Train ROC-AUC = 0.82, Test ROC-AUC = 0.81, Accuracy = 0.74, F1 Score =0.78,
Precision = 0.74, Recall = 0.83), XGBBoost (Train ROC-AUC = 0.82, Test ROC-AUC = 0.81, Accuracy = 0.74,
F1 Score = 0.78, Precision = 0.74, Recall = 0.83), Adaboost (Train ROC-AUC = 0.81, Test ROC-AUC = 0.81,
Accuracy = 0.74, F1 Score = 0.78, Precision = 0.75, Recall = 0.81) , MLP (Train ROC-AUC = 0.81, Test ROC-
AUC = 0.81, Accuracy = 0.74, F1 Score = 0.77, Precision = 0.76, Recall = 0.79). Conclusion: This study shows
Machine learning models outperform traditional statistical methods for complex hypertension risk prediction,
offering improved screening for prevention.
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